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NATIONAL CYBERSECURITY CENTER OF EXCELLENCE 55 

The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards 56 
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and 57 
academic institutions work together to address businesses’ most pressing cybersecurity issues. This 58 
public-private partnership enables the creation of practical cybersecurity solutions for specific 59 
industries, as well as for broad, cross-sector technology challenges. Through consortia under 60 
Cooperative Research and Development Agreements (CRADAs), including technology partners—from 61 
Fortune 50 market leaders to smaller companies specializing in information technology security—the 62 
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity 63 
solutions using commercially available technology. The NCCoE documents these example solutions in 64 
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework 65 
and details the steps needed for another entity to re-create the example solution. The NCCoE was 66 
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County, 67 
Maryland. 68 

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit 69 
https://www.nist.gov. 70 

NIST CYBERSECURITY PRACTICE GUIDES 71 

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity 72 
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the 73 
adoption of standards-based approaches to cybersecurity. They show members of the information 74 
security community how to implement example solutions that help them align with relevant standards 75 
and best practices, and provide users with the materials lists, configuration files, and other information 76 
they need to implement a similar approach. 77 

The documents in this series describe example implementations of cybersecurity practices that 78 
businesses and other organizations may voluntarily adopt. These documents do not describe regulations 79 
or mandatory practices, nor do they carry statutory authority. 80 

ABSTRACT 81 

This paper provides an example of how to conduct genomic data threat modeling for privacy on a data 82 
processing environment, including documenting the architecture, identifying threats, applying sample 83 
interventions, and iterating the process as needed. The paper complements the earlier NIST CSWP 35, 84 
Cybersecurity Threat Modeling the Genomic Data Sequencing Workflow.  85 

KEYWORDS 86 
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DOCUMENT CONVENTIONS  91 

The terms “shall” and “shall not” indicate requirements to be followed strictly to conform to the 92 
publication and from which no deviation is permitted. The terms “should” and “should not” indicate that 93 
among several possibilities, one is recommended as particularly suitable without mentioning or 94 
excluding others, or that a certain course of action is preferred but not necessarily required, or that (in 95 
the negative form) a certain possibility or course of action is discouraged but not prohibited. The terms 96 
“may” and “need not” indicate a course of action permissible within the limits of the publication. The 97 
terms “can” and “cannot” indicate a possibility and capability, whether material, physical, or causal. 98 

CALL FOR PATENT CLAIMS 99 

This public review includes a call for information on essential patent claims (claims whose use would be 100 
required for compliance with the guidance or requirements in this Information Technology Laboratory 101 
(ITL) draft publication). Such guidance and/or requirements may be directly stated in this ITL Publication 102 
or by reference to another publication. This call also includes disclosure, where known, of the existence 103 
of pending U.S. or foreign patent applications relating to this ITL draft publication and of any relevant 104 
unexpired U.S. or foreign patents. 105 

ITL may require from the patent holder, or a party authorized to make assurances on its behalf, in writ-106 
ten or electronic form, either: 107 

a) assurance in the form of a general disclaimer to the effect that such party does not hold and does not 108 
currently intend holding any essential patent claim(s); or 109 
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b) assurance that a license to such essential patent claim(s) will be made available to applicants desiring 110 
to utilize the license for the purpose of complying with the guidance or requirements in this ITL draft 111 
publication either: 112 

1. under reasonable terms and conditions that are demonstrably free of any unfair discrimination; 113 
or  114 

2. without compensation and under reasonable terms and conditions that are demonstrably free 115 
of any unfair discrimination.  116 

Such assurance shall indicate that the patent holder (or third party authorized to make assurances on its 117 
behalf) will include in any documents transferring ownership of patents subject to the assurance, provi-118 
sions sufficient to ensure that the commitments in the assurance are binding on the transferee, and that 119 
the transferee will similarly include appropriate provisions in the event of future transfers with the goal 120 
of binding each successor-in-interest.  121 

The assurance shall also indicate that it is intended to be binding on successors-in-interest regardless of 122 
whether such provisions are included in the relevant transfer documents.  123 

Such statements should be addressed to: genomic_cybersecurity_nccoe@nist.gov 124 

mailto:genomic_cybersecurity_nccoe@nist.gov
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Summary 191 

In this paper, the National Institute of Standards and Technology (NIST) National Cybersecurity Center of 192 
Excellence (NCCoE) demonstrates genomic data threat modeling for sample environments involved in 193 
clinical or research genomic sequencing and data analysis. This iterative, flexible modeling approach 194 
focuses on identifying threats directly to system components and data transfers in comparison to risk 195 
modeling, which emphasizes understanding potential consequences. The process examines the 196 
characteristics and methods of potential attacks to understand how they might occur and what 197 
vulnerabilities they could exploit. This paper shows a privacy-specific implementation of a common four-198 
step threat modeling process that can be emulated by other organizations. In each of the four questions 199 
below, “we” refers to the team performing the threat modeling.  200 

1. Document “What are we working on?” with contextual descriptions and architecture captured 201 
using worksheets adapted from the NIST Privacy Risk Assessment Methodology (PRAM) [1] and 202 
augmented dataflow diagrams for the genomic data processing environment (Section 2.1). 203 

2. Evaluate “What could go wrong?” by identifying genomic data threats for both the clinical and 204 
research use cases using the LINDDUN [2] and MITRE PANOPTIC [3] frameworks and  205 
documenting the results using an adapted NIST PRAM worksheet (Section 2.2). 206 

3. Determine “What are we going to do about it?” by prioritizing the identified threats to help 207 
select initial targets for interventions leveraging the NIST Privacy Framework [4], NIST Genomic 208 
Data Profile [5], and Special Publication 800-53r5 [6] control catalog (Section 2.3). 209 

4. Consider “Did we do a good job?” by reviewing the results of the threat modeling exercise and 210 
identifying potential additional activities, including further interventions or continuous 211 
monitoring (Section 2.4). 212 

Organizations rely on genomic data processing to develop biotechnology and provide clinical diagnosis. 213 
Cybersecurity and privacy risks for genomic data are complicated by the nature of the data, which is 214 
immutable and includes kinship, health, and phenotype. Further, the genomic community constitutes a 215 
broad variety of stakeholders around the world including government, academia, and industry engaged 216 
in research, healthcare, law enforcement, and direct-to-consumer genetic testing.  217 

This paper is part of an NCCoE SP 1800 series that was developed while engaging genomic data 218 
processing stakeholders to create practical guidelines that address related cybersecurity and privacy 219 
concerns. NIST Cybersecurity White Paper 35, Cybersecurity Threat Modeling the Genomic Data 220 
Sequencing Workflow [7] pairs with this paper by providing similarly targeted guidelines from a 221 
cybersecurity perspective. The NCCoE Genomic Data website provides links to the overall project, 222 
including workshops and publications. Certain appendix content, containing additional resources and 223 
detailed information, is available through NIST GitHub Pages.1   224 

 

 

 

1 https://github.com/usnistgov/nccoe-genomic-threat-modeling 

https://www.nccoe.nist.gov/projects/cybersecurity-and-privacy-genomic-data
https://github.com/usnistgov/nccoe-genomic-threat-modeling
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1 Introduction to the Guide 225 

This document provides an example of how to conduct genomic data threat modeling for privacy on 226 
processing environments to help identify potential threats, prioritize them, and develop potential 227 
interventions. The term threat modeling is used here for privacy to describe a process consistent with 228 
the cybersecurity threat modeling document [7] as both cybersecurity and privacy issues can arise in 229 
genomic data processing. The environments represent a baseline implementation with devices, 230 
processes, and tools commonly used by government, academia, and industry for processing genomic 231 
data in clinical and research contexts.   232 

1.1 Audience and Purpose 233 

This paper is intended for organizations that process genomic datasets in clinical or research contexts. 234 
Genomic data processing includes sequencing genomic material as well as storing, analyzing, 235 
transferring, and appropriate destruction of genomic data. These organizations can apply the threat 236 
modeling process to develop dataflow diagrams (DFDs), identify threats, and understand interventions. 237 
Threat modeling can be used to: 238 

• Guide system development and assess the threat reduction value of proposed threat 239 
interventions.  240 

• Assess proposed changes to architecture or functionality for impacts on system threat and risk 241 
posture. 242 

• Evaluate and respond to threat environment changes, such as threat intelligence or incident. 243 
• Develop a Privacy Framework Organizational Profile that tailors the Genomic Data Profile [5] to 244 

identify and prioritize threat-informed capabilities. 245 
• Incorporate threats into the NIST PRAM [1] by mapping the validated threats into the standard 246 

Worksheet 3 (Prioritizing Risk) based on the associated data actions, assigning relevant 247 
Problematic Data Actions and Problems for Individuals, and using the attack feasibility and 248 
difficulty combination values (converted to a 10-point scale) as surrogates for likelihood.  249 

1.2 Scope and Use Cases 250 

This threat modeling example addresses common elements of a genomics workflow including sending 251 
physical samples to a sequencing service provider, sequencing of deoxyribonucleic acid (DNA), and 252 
receiving the resulting data from the service provider. The biotechnology sector relies on elements of 253 
this workflow for many of its products and services. This workflow includes several types of entities, 254 
including commonly a Clinical Client/Research Partner and a Genomic Sequencing Service.2 While there 255 
are distinct differences between clinical and research contexts, they share a core workflow. In the 256 

 

 

 

2Note that client and service as used here refer to actors and not technical architecture 
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example workflow, a client/partner sends a specimen3 to the genomic sequencing service to process 257 
the sample and return digital data in the form of a genomic sequence or analytical test results. The 258 
genomic sequence serves as an input to the client/partner’s bioinformatics data analysis pipelines and 259 
can be used to support patient care by the Clinical Client. For this work, the NCCoE sent a DNA reference 260 
material (Clinical Client/Research Partner) to a genomic center (Genomic Sequencing Service) to 261 
sequence the sample then transfer the data back using a widely adopted protocol to the NCCoE for 262 
secondary analysis. Figure 1 illustrates this genomic sequencing workflow but does not depict the 263 
subsequent handling of data after its initial use. Organizations may either retain or dispose of data, 264 
based on its intended purpose and the organization’s data retention practices and according to patient 265 
or research subject consent.  266 

 

Figure 1. Genomic Data Sequencing Workflow 267 

Throughout this document, we use a limited core example to illustrate the described methods. This core 268 
example is a generalized version of the analyzed processes that are common to both the clinical and the 269 
research use cases. Artifacts related to the complete example that are not included in the body of this 270 
paper can be found in the designated appendices. The complete example includes more comprehensive 271 
analysis of both the clinical and research cases. 272 

1.3 Genomic Data Characteristics 273 

The nature of human genomic data poses challenges for privacy. As a biometric it is immutable (unlike, 274 
for example, a password or a phone number). When genomic data is leaked or moves beyond a sphere 275 

 

 

 

3Note that in some research use cases, such as re-analysis of existing data or aggregating across large sample 
collections, the digital genomic representation plus associated metadata may be sent to a service provider for 
processing 
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of control, the affected data subjects cannot respond by simply changing their genomes. Moreover, that 276 
durability can motivate the prolonged retention of genomic data over time, rendering it more 277 
vulnerable to eventual disclosure or misuse. 278 

Equally problematic is the extent of the information contained in a person’s genome. While the 279 
interpretability of genomic data varies, the risk to privacy extends beyond identification. Genomic data 280 
can reveal a variety of health-related conditions or susceptibility to conditions. It can also reveal family 281 
connections and in doing so imply the potential health status or predisposition of others beyond the 282 
original data subject. This is in addition to the incidental data (e.g., contact information) that these 283 
others may share with the original data subject. It is therefore useful to distinguish between direct (i.e., 284 
sample provider) and indirect data subjects (i.e., biological relatives). Figure 2 illustrates these 285 
relationships for both the clinical and research use cases, where the direct data subject is a patient 286 
and/or research subject. 287 

 

Figure 2. Genomic Data Relationships 288 

1.4 Privacy Landscape 289 

NIST SP 800-188 [8] that focuses on techniques to de-identify government datasets includes a glossary 290 
definition of privacy as, “Freedom from intrusion into the private life or affairs of an individual when 291 
that intrusion results from undue or illegal gathering and use of data about that individual,” though 292 
universal agreement on a definition is still forming. However, the privacy literature includes different 293 
types of privacy associated with the contexts in which privacy problems may arise. While individual 294 
classifications may differ, they tend to resemble one another. Considering those classes specified by 295 
International Association of Privacy Professionals, of relevance to genomics are physical or bodily 296 



DRAFT 

NIST SP 1800-43C: Genomic Data Threat Modeling: Privacy  
An Implementation for Genomic Data Sequencing and Analysis  5 

privacy4 (i.e., privacy problems that deal with the human body or bodily functions) and information5 or 297 
data privacy6 (i.e., privacy problems that arise based on how data is processed). In the context of 298 
genomics, physical or bodily privacy applies to the acquisition of biospecimens from individuals while 299 
information or data privacy applies to symbolic representations of those specimens and any information 300 
derived from them, as well as accompanying metadata or identifiers (e.g., medical record numbers), 301 
demographics (e.g., age, gender), and diagnostic codes.  302 

Those individuals to whom information or data pertain are often referred to as “data subjects” to 303 
emphasize the connection between the two. Information or data privacy is often confused with data 304 
security owing to their common interest in confidentiality (protecting data from unauthorized access or 305 
disclosure). However, data confidentiality is only one facet of data privacy out of many, including 306 
aspects of control over data and constraints on the collection and use of data. (While privacy is 307 
dependent on security, that dependency is not explicitly covered here given the cybersecurity threat 308 
modeling described in NIST CSWP 35 [7].) This broader landscape of privacy is recognized in systems-309 
level applications including the NIST Privacy Engineering Objectives (PEOs) of predictability, 310 
manageability, and disassociability [9] as well as in higher level descriptions such as in the Fair 311 
Information Practice Principles (variations of which form a widely used basis for data privacy, such as the 312 
Organization for Economic Cooperation and Development (OECD) privacy guidelines [10]). 313 

1.5 Risk Modeling 314 

Risk modeling applies to both privacy and cybersecurity. Cybersecurity risk modeling centers on 315 
protecting organizations, whereas privacy focuses on individuals and groups. While realized privacy risks 316 
can include negative effects on an organization, their primary impacts are on people. Privacy risks are 317 
highly contextual because individuals and groups vary in their perceptions, preferences, and 318 
understanding of privacy and the complex systems that influence them. 319 

Risk modeling identifies a range of potential risks for evaluation. A risk arises when a threat exploits a 320 
vulnerability, leading to an adverse outcome. However, not every threat will exploit every potential 321 
vulnerability. While each element of risk modeling—threats, vulnerabilities, and consequences—can be 322 
analyzed individually; threat modeling focuses specifically on understanding the threat component. To 323 
maximize the applicability of this paper’s workflow (sequencing genomic material), the process focuses 324 
on threats instead of risks. In this paper, a genomic data threat related to privacy is any circumstance or 325 
event with the potential to compromise the predictability, manageability, and/or disassociability7 of 326 

 

 

 

4 https://iapp.org/resources/glossary/#bodily-privacy  
5 https://iapp.org/resources/glossary/#information-privacy  
6 Note that concepts of privacy apply to people, not things. The term “data privacy” is not intended to imply that 
data has privacy; rather, the term refers to privacy as it relates to data processing and the impacts that data 
processing may have on people. 
7 These are the NIST privacy engineering objectives and are intended to be analogous to the fundamental 
cybersecurity properties of confidentiality, integrity, and availability. Predictability enables, “reliable assumptions 
 

https://iapp.org/resources/glossary/#bodily-privacy
https://iapp.org/resources/glossary/#information-privacy
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systems involving data associated with individuals (adapted from the NIST Privacy Framework [4] and 327 
NIST IR 8062 [9]). Note that genomic data privacy threats are distinct from the adverse consequences 328 
that could result from such compromises and can arise without external factors. 329 

1.6 Threat Modeling 330 

Threat modeling can support a broad stakeholder base who can then integrate the results into their 331 
larger and more specific risk modeling and management efforts.  332 

The NCCoE team used the Four Question Framework, illustrated in the Appendix Figure 1, to structure 333 
the threat modeling process by answering:  334 

1) “What are we working on?”  335 
2) “What could go wrong?”  336 
3) “What are we going to do about it?”  337 
4) “Did we do a good job?”  338 

In each of the four questions, “we” refers to the team performing the threat modeling. Though the 339 
questions are listed in sequential order, the process is iterative. Each question is addressed through 340 
specific techniques outlined in this paper. Answers to one question may be used to modify previous 341 
answers or highlight the incompleteness of an answer to a previous question. Threat modeling results 342 
improve through each iteration and should be conducted throughout the system’s life cycle and 343 
whenever changes in the environment may impact threats. NIST CSWP 35 [7] demonstrates how the 344 
Four-Question Framework can be applied to cybersecurity threat modeling of a genomic data 345 
sequencing workflow.  346 

Appendix C provides details for each tool used in this exercise with important details provided in this 347 
subsection. Threat modeling tools used in this exercise include the following: 348 

1. NIST PRAM [1]: NIST’s Privacy Engineering Program produced the Privacy Risk Assessment 349 
Methodology for identifying system privacy risks. Figure 3 shows the four PRAM worksheets: 350 
1) Framing Business Objectives & Organizational Privacy Governance, 2) Assessing System 351 
Design (includes a separate Supporting Data Map), 3) Prioritizing Risk, and 4) Selecting 352 
Controls. The PRAM also leverages a non-exhaustive privacy risk model consisting of 353 

 

 

 

by individuals, owners, and operators about data and their processing by a system.” Manageability provides, “the 
capability for granular administration of data including alteration, deletion, and selective disclosure.” 
Disassociability enables, “processing of data or events without association to individuals or devices beyond the 
operational requirements of the system.” 

https://pages.nist.gov/nccoe-genomic-data-threat-modeling/Vol_C/Appendix/appendixC.html#id25
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“Problematic Data Actions” that may result in adverse effects for individuals listed in 354 
“Problems for Individuals.” 355 

 

Figure 3. Overview of the NIST PRAM 356 

2. LINDDUN: A threat modeling tool for privacy inspired by the cybersecurity threat modeling 357 
tool STRIDE [5], the name is an acronym comprising seven different threat types: Linking, 358 
Identifying, Non-repudiation, Detecting, Data disclosure, Unawareness and Unintervenability, 359 
and Non-compliance. This technique relies on Dataflow Diagrams, which are useful for data 360 
privacy analysis and understanding the data life cycle. 361 

3. PANOPTIC: A privacy analog to MITRE ATT&CK, the Pattern and Action Nomenclature of 362 
Privacy Threats in Context, was created based on real-world privacy attacks drawn from 363 
multiple sources. PANOPTIC has two closely related taxonomies of Contextual Domains and 364 
Privacy Activities that are enumerated in Table 23 and 24 of Appendix C. 365 

2 Genomic Data Threat Modeling Example 366 

2.1 Question 1: “What are we working on?” 367 

Answering Question 1 helps teams identify activities and describe the system(s) being developed or 368 
analyzed. Because privacy is contextual, it is important to explicitly document that context in terms of 369 
the system and its surrounding environment. With this initial context, which may change over time, a 370 
more formalized description of system operation can be developed. The context is captured in a semi-371 
structured fashion while augmented and annotated DFDs are used for the operational description. 372 

The NCCoE Genomic Data Cybersecurity and Privacy project team documented the context and 373 
operational parameters by reviewing the workflow described in Figure 1, interviewing associated 374 
personnel, analyzing architecture documents, and building out the workflow to develop a shared 375 
understanding of the system environment, components, functionality, and interfaces. Through this 376 
process, the team established a baseline understanding to support analyzing genomic data threats 377 
regarding privacy and identifying potential interventions. 378 
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2.1.1 Context 379 

For this analysis, context is considered along the broad dimensions of system and environmental. 380 
Relatedly, the NIST PRAM introduces the term contextual factors including system, individual, and 381 
organizational [1]. Systems typically exist in a larger environment of requirements or expectations. At 382 
the same time, systems will reflect environmental context with certain privacy commitments, 383 
approaches, and goals. An understanding of the environmental and system dimensions is necessary to 384 
provide a basis for threat modeling, especially for interpretations and judgments involved in 385 
determining what could go wrong (Section 2.2). 386 

2.1.2 Environmental Context 387 

NIST Privacy Risk Assessment Methodology (PRAM) [1] Worksheet 1 (Framing Business Objectives & 388 
Organizational Privacy Governance) is used together with elements of an adapted Worksheet 2 389 
(Assessing System Design) to capture environmental context, primarily from the perspective of the 390 
sequencing service. Worksheet 1 focuses on the implementing organization(s) and is divided into two 391 
tasks: (1) frame organizational objectives and (2) frame organizational privacy governance, each of 392 
which consists of a series of questions and free form answers. Task 1 addresses business objectives and 393 
functional capabilities while Task 2 accounts for the governance structure that informs, enables, and 394 
constrains the system. These are environmental concerns because even though in principle they 395 
manifest themselves through the system, they are conditions that are external to the system.  396 

Table 1 presents the Worksheet 1, Task 1 questions and responses. Table 2 presents the Task 2 397 
questions and responses. Note that questions in Task 1 address overarching need and goals; responses 398 
therefore pertain to the complete example rather than solely the core. 399 

Table 1. PRAM Worksheet 1, Framing Business Objectives & Organizational Privacy Governance: Task 1 400 
Questions and Responses 401 

1. Describe the mission/business needs that your system/product/service serves. 

Clinical Pipeline 
Participating entities need to: 

• Treat patients and provide genetic counseling 
• Sequence their DNA to generate clinical results 
• Deliver results to the patient and physician while ensuring patient privacy 

Research Pipeline 
Participating entities need to: 

• Sequence provided DNA to generate research insights 
• Deliver results to trusted research entity 

2. Describe the functional needs or capabilities of your system/product/service. 

Clinical Pipeline 
Clinicians need: 

• Sample intake protections and procedures (clinical form, test request form or TRF) 
Sequencing service needs to: 

• Maintain a proper chain of custody of the sample and associated data 
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• Ensure the confidentiality of all patients by securing their data at rest using appropriate en-
cryption 

• Use proper bioinformatics data analysis pipelines that do not leak private data 
• Ensure the privacy of patients by securing their in-transit data using appropriate encryption 
• Securely disseminate results 
• Retain or properly destroy data 
• Maintain consent  

Research Pipeline 
Sequencing service needs to: 

• Maintain consent to research 
• Maintain a proper chain of custody of the sample and associated data 
• Ensure the privacy of all direct data subjects by securing their data at rest 
• Use proper bioinformatics tools that do not leak private data 
• Ensure the privacy of direct data subjects by securing their in-transit data  
• Securely disseminate results 
• Retain or properly destroy data 

 
3. Describe any privacy-preserving goals for your system/product/service that you may plan to 
highlight or market to users or customers.   

Clinical Pipeline 
Sequencing service will: 

• Pseudonymize patient data while engaging in sequencing activities 
• Preserve the privacy of patients and protect their data throughout the clinical pipeline 

Research Pipeline 
Sequencing service will: 

• Pseudonymize direct data subjects’ data to relevant standards (e.g., HIPAA Safe Harbor or 
expert determination) 

• Preserve the privacy of direct data subjects and protect their data throughout the research 
pipeline 

• Protect research results (e.g., treatment personalization approach) within the research pipe-
line 
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Table 2. PRAM Worksheet 1, Framing Business Objectives & Organizational Privacy Governance: Task 2 402 
Questions and Responses 403 

1. Legal Environment: Identify any privacy-related statutory, regulatory, contractual and/or other 
frameworks within which the organization must operate. List any specific privacy requirements. 

Include: 
• Health Insurance Portability and Accountability Act of 1996 (HIPAA) Privacy Rule, including 

Protected Health Information (PHI)8 
• Genetic Information Nondiscrimination Act of 2008 
• Clinical Laboratory Improvement Amendments (CLIA)9 
• College of American Pathologists (CAP)10 
• European Union General Data Protection Regulation (GDPR) 
• State (e.g., California Consumer Privacy Act, Alabama HB21 Genetic Data) 
• Applicable National Institutes of Health (NIH) requirements and regulations 
• The Common Rule (45 CFR 46, U.S.) – Federal regulations that: 

o Mandate Institutional Review Board (IRB) oversight 
o Require informed consent procedures 
o Provide additional protections for vulnerable groups like children and prisoners 

• Grant-specific privacy requirements 
2. Identify any privacy-related principles or other commitments to which the organization adheres 
(e.g., Fair Information Practice Principles, Privacy by Design principles, ethics principles). 

• Accreditation requirements (CLIA/CAP) 
• NIH Data User Code of Conduct11 
• Food and Drug Administration (FDA) Genomic Sampling and Management of Genomic Data 

Guidance for Industry12 
• Medical and research ethics (IRB) 
• Good clinical practice (GCP) 

3. Identify any privacy goals that are explicit or implicit in the organization’s vision and/or mission. 
• Ensure the privacy of all individuals by protecting their data 

4. Identify any privacy-related policies or statements within the organization, or business unit. 
• Limit sharing of individuals’ data by limiting access to only those with a need to know  

 

 

 

8 Protected information is defined by the HIPAA Privacy rule as all “individually identifiable health information.” 
https://www.hhs.gov/hipaa/for-professionals/privacy/laws-regulations/index.html 
9 https://www.cms.gov/medicare/quality/clinical-laboratory-improvement-amendments 
10 https://www.cap.org/laboratory-improvement/accreditation/laboratory-accreditation-program 
11 https://sharing.nih.gov/accessing-data/accessing-genomic-data/using-genomic-data-responsibly/genomic-data-
user-code-of-conduct#for-users-accessing-data-on-or-after-january-25,-2025 
12 https://www.fda.gov/regulatory-information/search-fda-guidance-documents/e18-genomic-sampling-and-
management-genomic-data-guidance-industry 
 

https://www.hhs.gov/hipaa/for-professionals/privacy/laws-regulations/index.html
https://www.cms.gov/medicare/quality/clinical-laboratory-improvement-amendments
https://www.cap.org/laboratory-improvement/accreditation/laboratory-accreditation-program
https://sharing.nih.gov/accessing-data/accessing-genomic-data/using-genomic-data-responsibly/genomic-data-user-code-of-conduct#for-users-accessing-data-on-or-after-january-25,-2025
https://sharing.nih.gov/accessing-data/accessing-genomic-data/using-genomic-data-responsibly/genomic-data-user-code-of-conduct#for-users-accessing-data-on-or-after-january-25,-2025
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/e18-genomic-sampling-and-management-genomic-data-guidance-industry
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/e18-genomic-sampling-and-management-genomic-data-guidance-industry
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• Vet privacy practices of third parties who are used for outside services and hosting 
• Keep all privacy training documents up to date as well as ensure staff regularly receive train-

ing  
• Handling policies of samples and data reflect privacy obligations 

5. Document your organization’s risk tolerance with respect to privacy from your organization’s 
enterprise risk management strategy. 

The following are considered untenable: 
• Risk from third parties absent specific legal constraints 
• Individuals’ data are mixed with data or entered into systems not directly related to sample 

processing (e.g., administrative)  
 

PRAM Worksheet 2 (Assessing System Design) captures contextual factors that go beyond the 404 
organization itself, situating it within the larger environment and in relation to affected individuals. 405 
Table 3 presents the organizational contextual factors for the clinical and research use cases while Table 406 
4 presents the contextual factors for individuals. As with Worksheet 1, these apply to the complete 407 
example. 408 

Table 3. PRAM Worksheet 2, Assessing System Design: Organizational Contextual Factors 409 

Clinical Use Case 

Organizations include a private clinic or other healthcare provider and a non-profit genomic sequenc-
ing/bioinformatics laboratory in this example 

Public perception: Especially high expectation of privacy for all organizations handling genomic data in 
a clinical setting 

Relationships: Patient has no pre-existing relationship with the genomic sequencing/bioinformatics 
laboratory and has interacted with the private clinic or other healthcare provider by providing their 
data/sample along with their consent for use of the data/sample for clinical testing 

Research Use Case 

Organizations include a national research organization and a non-profit genomic sequencing/bioinfor-
matics laboratory in this example 

Public perception: High expectation of privacy for all organizations handling genomic data 

Relationships: Data subject has no pre-existing relationship with the genomic sequencing/bioinfor-
matics laboratory and has interacted with the national research organization by providing their 
data/sample along with their consent for use of the data/sample for research 

  

Table 4. Worksheet 2, Assessing System Design: Contextual Factors for Individuals 410 

Clinical Use Case 

High sensitivity about genomic data/physical samples; individual and their relatives could all be af-
fected 

Patients’ levels of technical sophistication and understanding of genomic sequencing and how it is 
used in clinical care decisions vary widely 
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Potential patient misunderstanding regarding what organization(s) will have access to their genomic 
data when providing additional consent for research 

Potential patient misunderstanding regarding personal and familial impacts of genomic data 

Research Use Case 

High sensitivity about genomic data/physical samples; individual and their relatives could all be af-
fected 

Data subjects’ levels of technical sophistication and understanding of genomic research vary widely 

Potential direct data subject misunderstanding regarding what organization(s) will have access to 
their genomic data when providing initial consent for research 

Pseudonymized or acceptable aggregate research results are intended to be made public, according 
to the specifics of the consent provided by direct data subjects 

2.1.3 System Context 411 

The team described the system context using two complementary approaches: an adapted PRAM 412 
Worksheet 2 and the PANOPTIC Contextual Domains. PRAM Worksheet 2 addresses system privacy 413 
capabilities and other contextual factors for the complete example. As a controlled taxonomy, 414 
PANOPTIC provides a structured and granular description of system context for the complete example, 415 
including categories of data, that complements the information captured by Worksheet 2. Worksheet 2 416 
addresses system privacy capabilities and other contextual factors for the complete example. System 417 
capabilities—in terms of the PEOs of predictability, manageability, and disassociability—are presented in 418 
Table 5 and Table 6 for the clinical and research use cases respectively. Worksheet 2 contextual factors 419 
are presented in Table7 for both the clinical and research use cases.  420 

Table 5. PRAM Worksheet 2, Assessing System Design: System Privacy Capabilities for Clinical Use Case 421 

Predictability 

Patient’s data is only used for clinical efforts according to the specifics of their provided consent 

Patient’s data is appropriately pseudonymized during sequencing service use 

Manageability 

Patient is able to provide consent for their data to be used that specifies the type(s) of clinical uses 
that are consented to 

Patient can, at any time, request information about how their data is being used for clinical purposes 

Patient can, at any time, withdraw consent for their data being used for clinical purposes 

Disassociability 

Digital genomic data provided for clinical uses have been pseudonymized, allowing for the data to be 
used in the lab without associating the genomic data directly with a patient 
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Table 6. PRAM Worksheet 2, Assessing System Design: System Privacy Capabilities for Research Use 422 
Case 423 

Predictability 

Direct data subject’s data is only used for research efforts according to the specifics of their provided 
consent 

Direct data subject’s data is pseudonymized prior to use in research or acceptable aggregate statistics 
are used in research 

Manageability 

Direct data subject is able to provide consent for their data to be used for research, including more 
fine-grained consent, if desired, that specifies the type(s) of research that are consented to 

Direct data subject can, at any time, request information about how their data is being used for re-
search 

Direct data subject can, at any time, withdraw consent for their data being used for research 

Disassociability 

Digital genomic data provided for research has had direct identifiers removed and cannot be analyzed 
at the individual subject level, allowing for the data to be used for research projects without associat-
ing the genomic data with the direct data subject 

Research results do not include genomic data that could be analyzed at the individual subject level 

The non-profit sequencing service can carry out research tasks and analyses without associating a di-
rect data subject with the provided sample 

The national research organization can review the results provided by the non-profit sequencing ser-
vice and will not be able to connect them back to a direct data subject 

While the nature of genomic data makes complete disassociability impossible to guarantee, accepted 
practices – releasing results that cannot be analyzed at the individual subject level and maintaining 
direct subject data in controlled access repositories - are used to allow research use of genomic data  

Digital genomic data provided for research have been pseudonymized and cannot be analyzed at the 
individual subject level, allowing for the data to be used for research projects without associating the 
genomic data with a direct data subject 

 

Table 7. PRAM Worksheet 2, Assessing System Design: System Contextual Factors 424 

Clinical Use Case 

System includes a private clinic or other healthcare provider and a non-profit genomic sequencing/bi-
oinformatics laboratory 

Privacy policies governs system 

Public perception: Especially high expectation of privacy for all organizations handling genomic data in 
a clinical setting 
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Relationships: Patient has no pre-existing relationship with the genomic sequencing/bioinformatics 
laboratory and has interacted with the private clinic or other healthcare provider by providing their 
data/sample along with their consent for use of the data/sample for clinical testing 

Research Use Case 

Research results not containing identifiable information are intended to be made public, according to 
the specifics of the consent provided by the direct data subjects 

History with system: Direct data subject has already provided to the national research organization 
their data/sample along with consent for research use of the data/sample; data subject has no pre-
existing relationship with the sequencing service; system has similarity to other publicly funded ge-
nomics research systems 

Two parties involved: One public, one non-profit 

Genomic sequencing/bioinformatics lab may use third party bioinformatics tools during data analysis 
if required to produce the necessary data for the research project 

 

Similarly, separate PANOPTIC contextual mappings were constructed for the clinical and research use 425 
cases. We present these textually in Table 8 and Table 9 rather than in their original graphical forms, 426 
which can be found in Appendix D. 427 

Table 8. PANOPTIC Contextual Mapping for Clinical Use Case 428 

Contextual  
Domain 

Contextual  
Element/  

Sub-element 
PANOPTIC Definition Comment 

Environment PC01.01 Digital Data action in a digital environment   

Environment PC01.02 Physical Data action in a physical environment, 
including physical processes such as 
filling out a paper form 

 

Distribution PC02.02 One to 
one 

Data custodian shares information 
with one other entity 

 

Distribution PC02.03 One to 
many 

Data custodian shares information 
with a discrete number of other  
entities13  

 

Interaction PC03.01.01 No 
interaction 

Data subject does not directly interact 
at all with the entity or their proxy 

Applies to indirect data 
subjects 

 

 

 

13 Note that this entry and the rest in this column of corresponding tables is a definition from PANOPTIC used to 
identify scope and context for analysis 
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Contextual  
Domain 

Contextual  
Element/  

Sub-element 
PANOPTIC Definition Comment 

Interaction PC03.02.02  
Discrete proxy 
interaction 

Data subject's proxy interacts a  
discrete number of times, including 
once, with the entity or their proxy 

Genetic sample is  
considered a data proxy 
for the direct data  
subject 

Engagement PC04.01.08  
Genetics 

Data subjects who, based on the  
differentiating characteristic of  
genetics, are within a contextually 
sensitive population 

Pertains to specific  
genetic traits, such as 
susceptibility to  
particular diseases or 
other health conditions 

Engagement PC04.01.10  
Illness or injury 

Data subjects who, based on the  
differentiating characteristic of their 
health status, are within a  
contextually sensitive population 

 

Engagement PC04.01.11 
Other  
context-specific 
populations 

Data subjects who, based on the  
differentiating characteristic of  
another context-specific population, 
are within a contextually sensitive 
population 

Relates to population-
specific diseases or 
health conditions 

Data Type PC05.02  
Demographic 

Population characteristics of the data 
subject, e.g., education level,  
ethnicity, religion, citizenship 

Some of these data may 
be part of the patient’s 
health record 

Data Type PC05.06 Contact 
information 

Information including the identity of, 
and the means to communicate with, 
the associated data subject(s) 

 

Data Type PC.05.07 Health Information pertaining to the data 
subject's health status, including  
mental health, or use of health- 
related products or services 

 

Data Type PC05.08  
Financial 

Information pertaining to the data 
subject's financial status or  
transactions, e.g., credit ratings and 
history, income, bank accounts 

These data pertain to  
billing and insurance 

Data Type PC05.15.01  
Persistent direct 
identifier 

A consistent identifier that one can be 
reasonably confident directly  
associates data with the data subject, 
such as a name 

 

Data Type PC05.15.02  
Persistent 
pseudo-identi-
fier 

An identifier that enables data to be 
repeatedly associated with the same 
data subject(s) or their proxy without 
knowing their identity, such as a 
username or a MAC address 

Pertains to sample  
pseudonymization during 
sequencing service pro-
cessing 
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Table 9. PANOPTIC Contextual Mapping for Research Use Case 429 

Contextual  
Domain 

Contextual  
Element/ 

Sub-element 
PANOPTIC Definition Comment 

Environment PC01.01 Digital Data action in a digital environ-
ment  

 

Environment PC01.02 Physical Data action in a physical environ-
ment, including physical processes 
such as filling out a paper form 

 

Distribution PC02.03 One to 
many 

Data custodian shares information 
with a discrete number of other en-
tities  

Approved project collab-
orators analyzing data 

Interaction PC03.01.01 No in-
teraction 

Data subject does not directly inter-
act at all with the entity or their 
proxy 

Applies to indirect data 
subjects 

Interaction PC03.02.02 Dis-
crete proxy inter-
action 

Data subject's proxy interacts a dis-
crete number of times, including 
once, with the entity or their proxy 

Genetic sample is consid-
ered a data proxy for the 
direct data subject 

Engagement PC04.01.01 Age Data subjects who, based on the 
differentiating characteristic of age, 
are within a contextually sensitive 
population 

Relates to the focus of 
some research studies, if 
explicit in recruitment 
and/or analysis plan 

Engagement PC04.01.02 Race 
& ethnicity 

Data subjects who, based on the 
differentiating characteristic of race 
and/or ethnicity, are within a  
contextually sensitive population 

Relates to the focus of 
some research studies, if 
explicit in recruitment 
and/or analysis plan 

Engagement PC04.01.05  
Gender 

Data subjects who, based on the 
differentiating characteristic of  
gender, are within a contextually 
sensitive population 

Relates to the focus of 
some research studies, if 
explicit in recruitment 
and/or analysis plan 

Engagement PC04.01.08  
Genetics 

Data subjects who, based on the 
differentiating characteristic of  
genetics, are within a contextually 
sensitive population 

Pertains to specific  
genetic traits, such as 
susceptibility to  
particular diseases or 
other health conditions 

Engagement PC04.01.10 Illness 
or injury 

Data subjects who, based on the 
differentiating characteristic of 
their health status, are within a 
contextually sensitive population 

 

Engagement PC04.01.11 Other 
context-specific 
populations 

Data subjects who, based on the 
differentiating characteristic of  
another context-specific  

Relates to the focus of 
some research studies 
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Contextual  
Domain 

Contextual  
Element/ 

Sub-element 
PANOPTIC Definition Comment 

population, are within a  
contextually sensitive population 

Data Type PC05.02  
Demographic 

Population characteristics of the 
data subject, e.g., education level, 
ethnicity, religion, citizenship 

 

Data Type PC.05.07 Health Information pertaining to the data 
subject's health status, including 
mental health, or use of health- 
related products or services 

 

Data Type PC05.13.01  
Preferences 

Information pertaining to the data 
subject's interests or favor of one 
alternative over another 

Pertains to options  
regarding particular 
types of research 

Data Type PC05.15.01  
Persistent direct 
identifier 

A consistent identifier that one can 
be reasonably confident directly  
associates data with the data  
subject, such as a name 

 

Data Type PC05.15.02  
Persistent pseudo-
identifier 

An identifier that enables data to be 
repeatedly associated with the 
same data subject(s) or their proxy 
without knowing their identity, 
such as a username or a MAC ad-
dress 

Pertains to sample  
pseudonymization 

2.1.4 Operational Description 430 

This section describes system operations and data using augmented and annotated dataflow diagrams 431 
as described in Appendix E, https://pages.nist.gov/nccoe-genomic-data-threat-432 
modeling/Vol_C/Appendix/appendixE.html#dataflow-diagram-legend. Figure 4 shows the DFD for the 433 
core example: common elements of the clinical and research use cases in a generalized version of their 434 
shared dataflows. This is followed by descriptions of the diagraming techniques and the diagram itself. 435 
Complete diagrams, including the dataflow diagram symbol legend, covering the clinical and research 436 
use cases can be found in Appendix E. Note that in the research, use case digitized rather than physical 437 
samples may be shared with the sequencing service. 438 

https://pages.nist.gov/nccoe-genomic-data-threat-modeling/Vol_C/Appendix/appendixE.html#dataflow-diagram-legend
https://pages.nist.gov/nccoe-genomic-data-threat-modeling/Vol_C/Appendix/appendixE.html#dataflow-diagram-legend
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Figure 4. Core Example Dataflow Diagram 439 

DFDs depict communication paths among components of the system being analyzed, which provide 440 
information important to any analysis of data privacy. DFDs also help teams produce a common 441 
architecture document that can be used for other collaboration and development activities outside the 442 
threat modeling effort. 443 

To address privacy, this notation was altered and augmented in several ways. First, components were 444 
assigned more informative symbols as well as unique identifiers. All symbols are identified in the 445 
Component Symbol Legend of the diagrams. The identifiers include a prefix and a suffix, with the prefix 446 
indicating which use case the component belongs to. Because the core example DFD is, by definition, a 447 
shared dataflow, the “S” prefix is used in all cases. (In the full analysis, “C” and “R” are used to indicate 448 
the clinical and research use cases respectively. Also, because these are drawn from the complete 449 
example, the numbering is not fully sequential.) The suffix indicates more specific sub-case(s), including 450 
potentially all, in which the component participates. Delineating these is optional but can aid 451 
interpretation by further contextualizing components based on their roles.  452 

Second, each component was annotated with a management symbol indicating the responsible party. 453 
These are identified in the Management Symbol Legend of the diagrams. Note, that in the core example 454 
DFD a single party, the sequencing service, is responsible for all elements. Third, each dataflow was 455 
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numbered, and its purpose described in the Data Action Key. Bidirectional dataflows were assigned two 456 
numbers to account for the dataflow in each direction.  457 

The last type of modification, though, is the most critical for privacy. That alteration bears on how the 458 
elements of the DFDs are organized. The elements are arranged to fall into columns that relate to 459 
different types of data actions. Data actions describe what is happening to data and reflect different 460 
stages of the information life cycle. These can vary somewhat in their particulars and the data actions 461 
employed here are those discussed in the NIST PRAM [1] and the NIST Privacy Framework [4]. Table 10 462 
lists these along with their descriptions. 463 

Table 10. Data Action Types and Dataflow examples 464 

Action Types Dataflow Examples 
Collection Data are ingested by a component. 
Generation/Transformation Data are processed to produce further data or to 

clean/manipulate/unify the data. 
Disclosure/Transfer Data are revealed or communicated to others. This action is disclosure 

when the data moves from one managing entity to another and 
transfer when it moves between components managed by the same 
entity. 

Retention/Logging Data and/or metadata are stored for future use. 
Disposal Data are destroyed or otherwise rendered inaccessible. 

 465 

The core example DFD includes three types of data actions: Generation/Transformation, 466 
Disclosure/Transfer, and Retention/Logging. To begin the pipeline, the Receiving Clerk obtains the 467 
sample to be sequenced and provides it to the Lab Technician who will prepare and transform it into 468 
digital data with the systems present within the Wet Lab. During this process, the laboratory 469 
information management system (LIMS) catalogs the sample and provides a pseudo-identifier for future 470 
tracking. The leftover sample material is properly stored within the Physical Sample Storage while the 471 
digital data are moved from the sequencer to the Cluster Filesystem. The data on the Cluster Filesystem 472 
are sent to the Compute Nodes for analysis before the returned information is sent back to the Cluster 473 
Filesystem and ultimately uploaded to the Data Delivery demilitarized zone (DMZ). These dataflows and 474 
actions are present for all use cases in which a genomic sequencing service may carry out sequencing 475 
projects. 476 

2.2 Question 2: “What could go wrong?” 477 

At this point environmental and system context have been captured and the operational dataflows and 478 
actions have been documented. The analytical processes of genomic data threat modeling for privacy 479 
must now be applied to these descriptions. Those processes consist of two principal activities: (1) 480 
dataflow analysis to identify threats and (2) threat alignment and validation.  481 

To address “what could go wrong,” the dataflow analysis (1) employed LINDDUN and its catalog of 482 
threat trees to associate potential genomic data threats regarding privacy with specific dataflows and 483 
actions, then (2) created PANOPTIC attack mappings for the genomic sequencing workflow. Both models 484 
are needed because the LINDDUN analysis identifies abstract threats that are theoretically possible 485 
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while PANOPTIC identifies steps that could form a practical attack. Where practical attack and 486 
theoretical threat align, the combination is validated against the NIST PEOs. This exercise ensures that 487 
potential threats are both conceivable and executable, and that these would impact at least one of the 488 
NIST PEOs. 489 

2.2.1 LINDDUN Analysis 490 

The LINDDUN [2] methodology involves assessing each distinct dataflow for potential threats. A 491 
dataflow consists of a source, the flow itself, and a destination. To avoid confusion, we refer to this triad 492 
as a dataflow segment. Using the modified Assess System Design table in PRAM Worksheet 2, each 493 
dataflow segment in the core example DFD (Figure 4) is documented. In addition to the source, flow, 494 
and destination, the applicable data actions14 are also noted. Each dataflow segment is also assigned a 495 
purpose (based on the Data Action Key) using the Context column. 496 

For each documented dataflow segment, relevant LINDDUN threats are then identified, using as a 497 
starting point the mapping of segment-based high-level threat types, shown in Table 11. This mapping is 498 
a heuristic for determining potential LINDDUN threats and involved components. The LINDDUN threat 499 
trees [2] that detail those threat types can then be used to determine whether and which more granular 500 
threats potentially apply to that segment based on its constituent elements and context. Those threats 501 
judged potentially applicable are captured in the LINDDUN Analysis column in Table 12, including the 502 
scenario. Note that multiple threats may apply to a single dataflow segment.  503 

Table 11. LINDDUN Per Element Threat Mapping Heuristic 504 

Source 
(Src) 

Destination 
(Dst) L I NR D DD U NC 

Process Process Src-flow-
Dst 

Src-flow-
Dst 

Src-flow-
Dst 

Src-
flow 

Src-flow-
Dst 

Src-
Dst 

Src-Dst 

Process Store Src-flow-
Dst 

Src-flow-
Dst 

Src-flow-
Dst 

Src-
flow 

Src-flow-
Dst 

Src-
Dst 

Src-Dst 

Process External Src-flow-
Dst 

Src-flow-
Dst 

Src-flow-
Dst 

Src-
flow 

Src-flow-
Dst 

Src-
Dst 

Src-Dst 

Store Process Src-flow-
Dst 

Src-flow-
Dst 

Src-flow-
Dst 

Src-
flow 

Src-flow-
Dst 

Src-
Dst 

Src-Dst 

External Process Src-flow-
Dst 

Src-flow-
Dst 

Src-flow-
Dst 

Src-
flow 

Src-flow-
Dst 

Src-
Dst 

Dst 

 

To illustrate, consider dataflow segment Number 1 in Table 12. It consists of a receiving clerk delivering 505 
a physical biological sample to a lab technician for genomic sequencing. Leveraging the data action 506 
column helps us infer that this is a process-to-process segment. Consulting Table 11 and the threat 507 

 

 

 

14 While the diagram organizes the nodes by data action, dataflow segments may involve more than a single data 
action.  
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definitions, as well as the context of the segment, we conclude that linking is the only relevant threat. 508 
Sending samples to a technician known to be associated with work on a particular disease could link the 509 
samples to that disease, an instance of L.2.2.1, profiling an individual. The other possibilities can be 510 
dismissed because at this stage: 511 

• The sample must still be associated with the direct data subject as part of the workflow 512 
• There is nothing for the direct data subject to repudiate, aside from providing the sample to 513 

those who must necessarily be aware that the sample has been provided 514 
• Because the sample must be identifiable, detection is unavoidable 515 
• The only data disclosure is inherent in the workflow and therefore unproblematic 516 
• The direct data subject has provided informed consent and is aware of their options 517 
• Standard practices are being employed in the workflow 518 

The process proceeds similarly for the remaining eight dataflow segments, resulting in Table 12. Note 519 
that a segment can be subject to more than one threat, as is the case for segment 8. 520 
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Table 12. LINDDUN Dataflow Analysis for the Core Exam 521 

No. Source Dataflow 
Type 

Data 
Action 

1 

Data 
Ac-
tion 

2 

Desti-
nation 

Context 
(purpose) 

LINDDUN Analysis (applica-
ble threats) 

1 

Receiv-
ing 

Clerk 
(S1-PH) 

Physical 
Sample 

Trans-
fer   

Lab 
Tech 

(S2-A) 

Send physi-
cal sample 
to lab tech 

for re-
search pro-

ject 

L.2.2.1 

Sending samples 
to wet lab known 
to be researching 
a specific disease 
at that time could 
link samples to 
that disease 

2 
Lab 

Tech 
(S2-A) 

Physical 
Sample 

Trans-
fer   

Wet 
Lab (S3-

PH) 

Send physi-
cal sample 
to wet lab 
for se-
quencing 

L.2.2.1 

Sending samples 
to wet lab known 
to be researching 
a specific disease 
at that time could 
link samples to 
that disease 

3 
Wet 
Lab 

(S3-PH) 

Physical 
Sample 

Trans-
fer 

Re-
ten-
tion 

Physical 
Sample 
Storage 

(S11-
PH) 

Send physi-
cal sample 
for storage 
in appropri-
ate freez-
ers 

L.2.1.2 

Sending group of 
X samples to-
gether to freezers 
around the same 
time as a project 
known to be doing 
Y disease research 
could link the 
samples to Y dis-
ease 

4 
Wet 
Lab 

(S3-PH) 

Sample 
Metadata 

Gener-
ation 

Re-
ten-
tion 

LIMS 
(S4-PH) 

Generate 
pseudony-
mized ID to 
be used for 
sample 

I.2.1.1 

Nature of genomic 
data makes com-
plete disassocia-
bility impossible 
to guarantee 

5 LIMS 
(S4-PH) 

Sample 
Metadata 

Trans-
fer   

Wet 
Lab (S3-

PH) 

Send back 
to wet lab 
the pseu-
donymized 
ID to be 
used for 
sample 

L.2.1.2 

Samples put into 
LIMS around same 
time could receive 
IDs with linkable 
characteristics, 
which then allows 
linkage of sample 
group to a study 
around same 
time, unless LIMS 
is cautious of this 
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No. Source Dataflow 
Type 

Data 
Action 

1 

Data 
Ac-
tion 

2 

Desti-
nation 

Context 
(purpose) 

LINDDUN Analysis (applica-
ble threats) 

6 
Wet 
Lab 

(S3-PH) 

Sequence 
Data 

Trans-
fer 

Re-
ten-
tion 

Cluster 
Filesys-

tem 
(S6-A) 

Send digital 
sequence 
data to be 
stored 

L.2.1.2 

Samples that are 
put into the clus-
ter filesystem 
around the same 
time could be in-
terpreted as being 
linked to a study 
about Y disease 
around the same 
time  

7 

Cluster 
Filesys-

tem 
(S6-A) 

Sequence 
Data 

Trans-
fer   

Com-
pute 

Nodes 
(S5-A) 

Send digital 
sequence 
data to 
Compute 
Nodes to 
operate on 
digital se-
quence 
data to 
transform 
it into ob-
jective-spe-
cific data 

L.2.1.2 

Samples sent to 
compute nodes 
around same time 
could be inter-
preted as being 
linked to a study 
about Y disease 
around same time  

8 

Com-
pute 

Nodes 
(S5-A) 

Sequence 
Data, Con-
text-rele-
vant Re-
search 
Data 

Trans-
for-

mation 
  

Cluster 
Filesys-

tem 
(S6-A) 

Operate on 
sequence 
data to cre-
ate con-
text-rele-
vant re-
search data 

DD.4.1.2 

Bioinformatics 
tools come from a 
variety of devel-
opers that can 
change over time; 
corruption within 
this supply chain, 
especially if left 
unmonitored, 
could result in re-
search subject 
data being dis-
closed 

U.1.1 

Data subject does 
not clearly under-
stand what data 
actions that analy-
sis tools along the 
pipeline will per-
form on their data 
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No. Source Dataflow 
Type 

Data 
Action 

1 

Data 
Ac-
tion 

2 

Desti-
nation 

Context 
(purpose) 

LINDDUN Analysis (applica-
ble threats) 

9 

Com-
pute 

Nodes 
(S5-A) 
Cluster 
Filesys-

tem 
(S6-A) 

Sequence 
Data, Con-
text-rele-
vant Re-
search 
Data 

Context-
relevant 
Research 

Data 

Trans-
for-

mation 
Trans-

fer 

  
  

Cluster 
Filesys-

tem 
(S6-A) 
Data 

Delivery 
DMZ 

(S13-A) 

Operate on 
sequence 
data to cre-
ate con-
text-rele-
vant re-
search data 
Send gen-
erated con-
text-rele-
vant re-
search data 
to data de-
livery DMZ 
for to make 
it available 
for delivery 

L.2.1.2 

Samples that are 
put into the data 
delivery DMZ 
around the same 
time could be 
interpreted as 
being linked to a 
study about Y 
disease around 
the same time  
 

 

The complete LINDDUN analysis can be found in Appendix E. Note that for manageability the analysis 522 
was initially divided into clinical, research, and shared use cases, the last based on the common portion 523 
of the two use cases. The results were then combined into a single system design table. This table was 524 
then sorted on the specific LINDDUN threats. 525 

2.2.2 PANOPTIC Analysis 526 

The LINDDUN analysis identifies potential threats at the level of dataflows. However, real-world privacy 527 
attacks are not typically launched at that level, nor do they consist of a single self-contained element. 528 
They are less abstract and operate at the system level. The PANOPTIC analysis is a necessary 529 
complement to the LINDDUN analysis as it will describe potential threats from a system perspective. The 530 
LINDDUN analysis is then used to determine whether the threats identified at the dataflow level support 531 
the projected attacks as described by PANOPTIC. If not, the PANOPTIC attacks are considered non-532 
actionable. 533 

While the LINDDUN analysis is grounded in system specifics as captured by DFDs, the PANOPTIC analysis 534 
involves actively imagining in practical terms what might take place. Utilizing the PANOPTIC Privacy 535 
Activities mapping template, a privacy attack mapping for the core example was generated. Table 13 536 
lists the threat actions identified for the core example based on high-level knowledge of the system and 537 
its context. The complete PANOPTIC mappings for the clinical and research use cases are provided in 538 
Appendix E. 539 
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Table 13. Threat Actions Identified by the PANOPTIC Privacy Activity Mapping for the Core Example 540 

PANOPTIC Threat Action Definition Elaboration 
PA02.02 Consent: Imprecise Key data actions are not 

presented clearly enough to 
constitute informed consent 

May not provide details on how 
research is conducted, and 
which parts of the pipeline are 
privacy-relevant 

PA03.09 Collection: Recording Capturing a physical or digital 
artifact representing an aspect 
or likeness of the data subject 

 

PA03.11 Collection: Biological 
sample 

Collecting biological materials 
or specimens (e.g., blood, 
urine, tissue cells, or saliva) 
from the data subject 

 

PA05.01.01 Identification:  
Re-identification 

Re-associating data with the 
data subject that had been 
treated to remove those 
associations 

 

PA05.02.02 Identification: 
Pseudo-identifier 

Assigning a pseudo-identifier 
(e.g., randomly generated ID) 

 

PA07.01 Manageability: No 
individual access to information 

The data subject or their proxy 
cannot obtain or view their 
collected personal data 

 

PA07.02 Manageability: No 
individual management of 
information content 

The data subject or their proxy 
cannot transform (e.g., move, 
copy, edit) their collected 
personal data 

Direct data subject cannot 
change their data that is used 
for research 

PA07.03 Manageability: No 
individual deletion of information 

The data subject or their proxy 
cannot delete their collected 
personal data  

Once the research data is 
published, the direct data 
subject cannot remove theirs 
from the body of research 

PA07.05 No individual control of 
information use 

The data subject or their proxy 
cannot control how their 
information is used 

Direct data subject cannot 
manage what types of research 
studies use their data 

PA08.01.01 Aggregation: Single 
source profiling 

Assembling and organizing 
data points about specific data 
subjects from a single source 

The research project must 
determine whether or not a 
given direct data subject 
exhibits the trait being studied, 
implying profiling with the 
single source being their 
provided sample 

PA08.02.01 Aggregation: Single 
source clustering 

Assembling and organizing 
data points regarding groups 
of people from a single source 

Research studies may look for 
commonalities across genomic 
samples 

PA08.02.02 Aggregation:  
Multi-source clustering 

Assembling and organizing 
data points regarding groups 
of people from multiple 
sources 

Research studies may seek 
insights on a specific population 
potentially characterized along 
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PANOPTIC Threat Action Definition Elaboration 
multiple dimensions, implying 
clustering  

PA09.01.01 Processing: Deriving 
information about individuals 

Determining or extracting 
novel information about the 
data subject by analyzing 
information 

Research project must 
determine if the trait being 
studied is exhibited by the data 
subject 

PA09.01.02 Processing: Deriving 
aggregate information 

Determining or extracting 
novel aggregate information 
by analyzing information 

Research project may seek 
insights about a given 
population regarding a genetic 
trait 

PA09.01.03 Processing: Deriving 
sensitive information 

Determining or extracting 
novel sensitive information by 
analyzing information 

Genetic information and 
insights gained can be sensitive 
information 

PA09.01.04 Processing: Deriving 
derogatory information 

Determining or extracting 
novel derogatory information 
by analyzing information 

Genetic diseases or 
susceptibility to them can be 
considered derogatory 
information 

PA09.03 Processing: Introducing 
bias 

Data action is adversely 
influenced by bias  

Bias could be introduced into 
research projects if the 
demographic spread of the data 
pool is not balanced. (This may 
not be possible for some 
studies, such as one targeting a 
trait only present in a specific 
population.) 

PA10.01 Sharing: Affording 
revelations 

Making available information 
that enables the discovery of 
further information 

A research project that a direct 
data subject joins may yield 
results now or in the future, 
including the relevance of the 
research topic for the data 
subject 

PA11.01 Use: Implication Establishing a particularized 
derogatory suspicion or 
accusation regarding the data 
subject 

 

PA12.01 Retention & destruction: 
Data not destroyed after use 

Information has not been 
disposed at the conclusion of 
its life cycle 

May be indeterminate for 
research data 

PA12.02 Retention & destruction: 
Data improperly destroyed 

Information remains at least 
partially recoverable despite 
attempts to destroy it  

Flow cell insufficiently cleaned 
and sequencer supply chain not 
cleaning hard drives 

 

Table 14 describes five attack scenarios that are specific to the core example. Each scenario was 541 
determined by considering how specific threat actions could be used by an actor as part of an attack 542 
involving a distinct DFD segment. Since attacks could apply to different DFD segments, the table in some 543 
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cases associates multiple identical attacks with the same scenario. Appendix F provides the 544 
comprehensive analysis that was performed on the complete example, which includes all the Attack 545 
Numbers and Scenario IDs. Table 14 extracts only the attack scenarios relevant to the core example, 546 
aligning with the Attack Numbers, Scenario IDs, and Privacy Threat Actions from the comprehensive 547 
analysis found in Appendix F. 548 

Table 14. Attack Scenarios Relevant to the Core Example 549 

Attack 
Numbers 

from 
Complete 
Example 

Scenario 
ID 

PANOPTIC Threat Actions 
Describing the Attack Scenario Description 

1, 14, 15 S1.1 PA03.09, PA03.11, PA08.01.01, 
PA10.01, PA11.01 

Pipeline actor uses physical access to 
correlate study details with physical samples 
and associated metadata. 

2-5  S1.2 PA03.09, PA05.02.02, 
PA08.02.02, PA10.01, PA11.01 

Pipeline actor uses physical access to 
correlate study details with digital data. 

26 S6 PA05.01.01 Pipeline actor uses digital access to correlate 
study details with digital data. 

55 S6 PA03.09, PA09.01.01, 
PA09.01.03, PA09.01.04, 
PA11.01 

Pipeline actor uses digital access to correlate 
study details with digital data. 

65 S17 PA02.02, PA07.05 Sequencing service staff utilizes third party 
tools and software that may perform 
additional data actions unbeknownst to a 
direct data subject.15 

 

In the first scenario described in Table 14, attack numbers 1, 14, and 15, which constitute health status 550 
inference attacks, can be broken down as follows: The attack involves an actor with a role in the 551 
sequencing pipeline physically accessing artifacts relating to direct data subjects (PA03.09, Collection: 552 
Recording) in the form of biological samples (PA03.11) and their associated metadata (as per PC05). The 553 
actor can correlate the research studies that will use these samples with the samples and their metadata 554 
(PA08.01.01, Aggregation: Profiling: Single source profiling), which may reveal other information, such as 555 
potential susceptibility to a particular disease (PA10.01, Sharing: Affording revelations). This would 556 
enable the attacker to discern something negative about the individual’s health status (PA11.01, Use: 557 
Implication). 558 

 

 

 

15 Further discussion of this issue can be found in the NIST Quick-Start Guides for Cybersecurity Supply Chain Risk 
Management (https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1305.pdf) and Due Diligence 
Assessment (https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1326.ipd.pdf). 
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2.2.3 Threat Validation 559 

As previously indicated, threat validation consists of two steps: mapping PANOPTIC attacks to relevant 560 
LINDDUN threats and mapping LINDDUN-validated attacks against the NIST PEOs of predictability, 561 
manageability, and disassociability. If a PANOPTIC attack does not align with one or more LINDDUN 562 
threats or if an aligned attack does not appear to undermine at least one of the PEOs, then the threat is 563 
invalid and removed from further consideration during this modeling process iteration. 564 

Validation of PANOPTIC attacks against LINDDUN threats amounts to assessing the relationship between 565 
the threat actions that constitute the attack and the relevant LINDDUN threats. In most cases, that 566 
relationship is many-to-many. Therefore, carrying out this assessment involves judgement informed by 567 
the surrounding context. To facilitate this determination, Appendix G includes a mapping between 568 
PANOPTIC threat actions and LINDDUN threats in both directions. Because such mappings exist in all 569 
cases, the mere existence of a potentially relevant LINDDUN threat is insufficient validation. 570 

For attacks aligned with LINDDUN threats, validation against the PEOs serves to confirm that the attacks 571 
actually met the definition of a threat put forward in Section 1.4 by potentially undermining system 572 
predictability, manageability, and/or disassociability. Some attacks may impact more than one PEO, but 573 
a validated attack must impact at least one.  574 

Table 15 lists the validation results for the five attack scenarios relevant to the core example from Table 575 
14. These were extracted from the complete combined validation table found in Appendix G. This table 576 
documents the LINDDUN Analysis and PEOs impacted by the threat, aligned to the Attack Number, the 577 
Scenario ID, PANOPTIC Threat Action, and LINDDUN Threat.  578 

Table 15. Core Example Attack Validations 579 

Attack 
Number 

Scenario 
ID 

PANOPTIC 
Threat Action 

LINDDUN 
Threat LINDDUN Analysis Impacted 

PEOs 
1 S1.1 PA03.09, 

PA03.11, 
PA08.02.01, 
PA10.01, 
PA11.01 

L.2.1.2 Sending the group of X 
samples together to the 
freezers around the same time 
as a project known to be doing 
Y disease research could link 
the samples to Y disease 

Predictability 

2 S1.2 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples that are put into the 
LIMS around the same time 
could receive IDs with linkable 
characteristics, which then 
allows linkage of the sample 
group to a study around the 
same time, unless the LIMS 
implements measures to 
prevent this 

Predictability 

3 S1.2 PA03.09, 
PA05.02.02, 
PA08.02.02, 

L.2.1.2 Samples that are put into the 
cluster filesystem around the 
same time could be 
interpreted as being linked to a 

Predictability 
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Attack 
Number 

Scenario 
ID 

PANOPTIC 
Threat Action 

LINDDUN 
Threat LINDDUN Analysis Impacted 

PEOs 
PA10.01, 
PA11.01 

study about Y disease around 
the same time 

4 S1.2 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples sent to the compute 
nodes around the same time 
could be interpreted as being 
linked to a study about Y 
disease around the same time 

Predictability 

5 S1.2 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples that are put into the 
data delivery DMZ around the 
same time could be 
interpreted as being linked to a 
study about Y disease around 
the same time 

Predictability 

14 S1.1 PA03.09, 
PA03.11, 
PA08.01.01, 
PA10.01, 
PA11.01 

L.2.2.1 Sending samples to the 
technician known to be 
researching a specific disease 
could link the samples to that 
disease 

Predictability 
Disassociability 

15 S1.1 PA03.09, 
PA03.11, 
PA08.01.01, 
PA10.01, 
PA11.01 

L.2.2.1 Sending samples to the wet lab 
known to be researching a 
specific disease at that time 
could link the samples to that 
disease 

Predictability 
Disassociability 

26 S6 PA05.01.01 I.2.1.1 Nature of genomic data makes 
complete disassociability 
impossible to guarantee 

Predictability 
Disassociability 

55 S6 PA03.09, 
PA09.01.01, 
PA09.01.03, 
PA09.01.04, 
PA11.01 

DD.4.1.2 Bioinformatics tools come 
from a variety of developers 
that can change over time; 
corruption within this supply 
chain, especially if left 
unmonitored, could result in 
research subject data being 
disclosed 

Predictability 

65 S17 PA02.02, 
PA07.05 

U.1.1 Data subject does not clearly 
understand what data actions 
that analysis tools along the 
pipeline will perform on their 
data 

Predictability 
Manageability 

 

To understand the validation process, consider attack number 14 as a specific example from Table 15. 580 
The PANOPTIC threat actions and sub-actions that make up the attack map to the LINDDUN threat types 581 
of Linking, Non-repudiation, Detecting, and Data Disclosure. (Definitions of these are provided in 582 
Appendix C.) Neither Non-repudiation nor Detecting is relevant to this scenario and can be dropped 583 
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from consideration. By sorting the dataflow analysis table (Table 12) on the LINDDUN threat designators 584 
it is then possible to review the dataflows related to Linking and Data Disclosure. Matching scenario 585 
components are then identified by sorting on the Dataflow column to group those entries involving 586 
physical samples.16 The dataflow analysis for the core example contains multiple instances involving 587 
physical samples susceptible to threat L2.2.1, profiling an individual. This validates attack 14 against the 588 
LINDDUN analysis. Based on both the LINDDUN threat and the PANOPTIC threat actions (profiling and 589 
revelation in particular), attack 14 clearly undermines predictability as well as disassociability, validating 590 
it against the PEOs. Therefore, we can conclude that this is a valid threat. 591 

As Table 15 indicates, all PANOPTIC attacks were successfully validated against LINDDUN threats and the 592 
LINDDUN-supported attacks validated against the PEOs. As a result, all the threats are candidates for 593 
responses. 594 

2.3 Question 3: “What are we going to do about it?” 595 

Once threats have been validated, decisions must be made regarding how to respond. The high-level 596 
options for addressing validated threats align with the options for risk management: 597 

1. Eliminate. This is the most desired outcome; however, it is often challenging and may involve 598 
forgoing a specific feature or functionality. For example, in the case of attack number 1 in the 599 
core example (Table 15), removing the receiving clerk from the pipeline by sending physical 600 
samples directly to the relevant lab technician would introduce logistical complications that 601 
could prove infeasible. If a feature or function is required to accomplish one of the use case’s 602 
Mission Objectives (MOs), then eliminating the threat is not possible. 603 

2. Disrupt. This involves identifying, adding, and/or improving controls to frustrate attacks. For 604 
example, the nexus of attack number 1 in the core example is single source profiling. Controls 605 
targeting this threat action would disrupt the entire attack. This is explored in more detail in 606 
Section 3.  607 

3. Transfer Responsibility. This strategy transfers responsibility for addressing the threat to 608 
another entity, who may have resources of their own to intervene or who can better tolerate 609 
the presence of the threat. Documentation of this responsibility transfer and appropriate 610 
agreements are an important aspect for implementing this option. 611 

4. Accept. In any system, there are threats which are challenging or impossible to disrupt but 612 
whose presence is judged to be tolerable. For example, attack number 55 in the core example 613 
reflects potential issues of software supply chains. However, the system design may be judged 614 
sufficiently robust to warrant accepting the threat of using externally developed software, which 615 
may then be paired with threat intelligence monitoring. These accepted threats need to be 616 
documented and periodically reviewed, tolerance for accepting threats may change over time.  617 

 

 

 

16 In the core example the number of dataflows and associated threats is so limited that no sorting is necessary. In 
contrast, the complete example contains almost 100 itemized LINDDUN threats. 
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When working on Question 3, it is important to consider all four options: eliminate, disrupt, transfer, 618 
accept. The impact on the mission posed by the threat, as well as the organization’s threat (and risk) 619 
tolerance, will guide decision-making. The most common and perhaps most complex response is to 620 
disrupt the threat by applying additional controls or reconfiguring existing ones. There may be multiple 621 
interventions (potentially ranging across eliminate, disrupt, and transfer) for a threat with varying costs 622 
and effectiveness. Choices should be guided by the organization’s mission, tolerances, and resources.  623 

If interventions (i.e., responses other than accept), are chosen, they need to be adequately documented 624 
to be implementable. There should be sufficient detail to support implementation and testing. If a 625 
threat is accepted, the reasoning and assumptions should be documented. In all cases, decisions should 626 
be periodically revisited as both the environment and the organization’s risk tolerance may change over 627 
time. 628 

This section describes the process of determining threat responses, using the core example as an 629 
illustration. In selecting and implementing interventions it is important to consider responsibility, 630 
verifiability (preferably automated), maintainability, and usability. All systems will inevitably need 631 
updates and modifications; the managing party for verification and maintenance of each intervention 632 
needs to be clearly defined. 633 

2.3.1 Threat Prioritization 634 

While a small number of threats can be easily prioritized by inspection, typical analyses require a more 635 
systematic approach. Therefore, each attack was characterized in terms of its feasibility and difficulty. In 636 
this exercise the core example only exhibits a handful of validated threats though the complete example 637 
identifies close to 100 as described in Appendix E, G and F with many falling below a prioritization 638 
threshold.  639 

Assigning values to attack feasibility (how credible it is) and difficulty (how hard it is to execute) is 640 
inherently subjective. Feasibility reflects a number of factors, including threat actor opportunity, 641 
capability, and (in the case of people and organizations) motivation. It is assessed using one of three 642 
designations: plausible, implausible, or indeterminate. In those cases where the system itself is the 643 
threat actor and the attack is intrinsic to normal system operation, of course, the attack is not only 644 
feasible but pre-determined and therefore plausible by definition. Attack difficulty reflects the 645 
capabilities and resources required, as well as how many discrete threat actions are involved, and is 646 
indicated using a five-step scale. The difficulty scale and context-specific criteria based on the state of 647 
the data are given in Table 16. 648 

Table 16. Attack Difficulty Scale 649 

Difficulty Level Context-specific Data Criteria 
Negligible Analyzed results with additional input, professional recommendations, patient PHI 
Minor Tool output, clinical reports without additional analysis 
Moderate Physical samples or raw sequencing data 
Significant Metadata produced by the sequencing service devices or sample requests that are 

pseudonymized 
Severe Information about the machines and analysis tools used or the staff that works there 
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Returning to attack number 14, this is a plausible attack based on the necessity of the dataflow through 650 
an honest but potentially curious threat actor, the receiving clerk. The attack is of moderate difficulty 651 
since it revolves around physical samples and requires knowledge and correlation of certain 652 
information. Table 17 shows the characterization for the entire core example. Table 13 lists descriptions 653 
of individual PANOPTIC threat actions.  654 

Table 17. Core Example Threat Characteristics 655 

No. PANOPTIC 
Attack 

LINDDUN 
Threat LINDDUN Analysis Feasibility Difficulty 

1 PA03.09, 
PA03.11, 
PA08.02.01, 
PA10.01, 
PA11.01 

L.2.1.2 Sending the group of X samples 
together to the freezers around the 
same time as a project known to be 
doing Y disease research could link the 
samples to Y disease 

Plausible Moderate 

2 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples that are put into the LIMS 
around the same time could receive 
IDs with linkable characteristics, which 
then allows linkage of the sample 
group to a study around the same 
time, unless the LIMS is cautious of this 

Plausible Significant 

3 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples that are put into the cluster 
filesystem around the same time could 
be interpreted as being linked to a 
study about Y disease around the same 
time 

Plausible Moderate 

4 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples sent to the compute nodes 
around the same time could be 
interpreted as being linked to a study 
about Y disease around the same time 

Plausible Moderate 

5 PA03.09, 
PA05.02.02, 
PA08.02.02, 
PA10.01, 
PA11.01 

L.2.1.2 Samples that are put into the data 
delivery DMZ around the same time 
could be interpreted as being linked to 
a study about Y disease around the 
same time 

Plausible Minor 

14 PA03.09, 
PA03.11, 
PA08.01.01, 
PA10.01, 
PA11.01 

L.2.2.1 Sending samples to the technician 
known to be researching a specific 
disease could link the samples to that 
disease 

Plausible Moderate 

15 PA03.09, 
PA03.11, 
PA08.01.01, 
PA10.01, 
PA11.01 

L.2.2.1 Sending samples to the wet lab known 
to be researching a specific disease at 
that time could link the samples to that 
disease 

Plausible Moderate 
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No. PANOPTIC 
Attack 

LINDDUN 
Threat LINDDUN Analysis Feasibility Difficulty 

26 PA05.01.01 I.2.1.1 Nature of genomic data makes 
complete disassociability impossible to 
guarantee 

Plausible Moderate 

55 PA03.09, 
PA09.01.01, 
PA09.01.03, 
PA09.01.04, 
PA11.01 

DD.4.1.2 Bioinformatics tools come from a 
variety of developers that can change 
over time; corruption within this 
supply chain, especially if left 
unmonitored, could result in research 
subject data being disclosed 

Plausible Minor 

65 PA02.02, 
PA07.05 

U.1.1 Data subject does not clearly 
understand what data actions that 
analysis tools along the pipeline will 
perform on their data 

Plausible Minor 

 

Once all validated threats have had feasibility and difficulty values assigned, the different combinations 656 
can be assigned normalized numerical values for ranking purposes, as shown in Table 18. Plausible 657 
attacks of negligible difficulty carry the highest value (resulting in higher priority) while implausible 658 
attacks of severe difficulty carry the lowest value (resulting in lower priority). To incorporate additional 659 
nuance into the rankings, weights were assigned to the LINDDUN threat types to reflect their relative 660 
severity in the context of genomic sequencing, as shown in Table 19. Note, though, that these values are 661 
purely an ordering mechanism and do not have any intrinsic meaning. 662 

Table 18. Attack Feasibility and Difficulty Combination Values 663 

Difficulty 
Feasibility 

Negligible Minor Moderate Significant Severe 

Plausible 1.0 0.8 0.6 0.4 0.2 
Indeterminate 0.9 0.7 0.5 0.3 0.1 
Implausible 0.8 0.6 0.4 0.2 0.0 

 

Table 19. LINDDUN Threat Weights 664 

LINDDUN Threat Type Weight 
Data Disclosure 1.0 
Identifying 0.85 
Linking 0.7 
Non-compliance 0.5 
Unawareness and Unintervenability 0.5 
Detecting 0.3 
Non-repudiation 0.2 
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These values and weights were multiplied for each attack and the results used to rank order the threats 665 
in the core example from highest to lowest priority, as shown in Table 20. (Ties are resolved using attack 666 
number.) The prioritization of threats for the complete example is provided in Appendix G. 667 

Table 20. Core Example Threats in Ranked Order from Highest to Lowest Priority 668 

No. LINDDUN Threat Feasibility Difficulty Ranking Value 
55 DD.4.1.2 Plausible Minor 0.80 
5 L.2.1.2 Plausible Minor 0.56 
26 I.2.1.1 Plausible Moderate 0.51 
1 L.2.1.2 Plausible Moderate 0.42 
3 L.2.1.2 Plausible Moderate 0.42 
4 L2.1.2 Plausible Moderate 0.42 
14 L.2.2.1 Plausible Moderate 0.42 
15 L.2.2.1 Plausible Moderate 0.42 
65 U.1.1 Plausible Minor 0.40 
2 L.2.1.2 Plausible Significant 0.28 

 

Given the limited number of threats in the core example, it would be reasonable to explicitly consider a 669 
response to each threat, including the option of acceptance. However, given that the number of threats 670 
in the complete example is an order of magnitude larger, some organizations may opt to accept threats 671 
below a certain priority threshold without further deliberation. Determining that threshold is a function 672 
of organizational tolerances and resources. 673 
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2.3.2 Response Determination 674 

High-priority threats tend to readily give rise to decisions to intervene (typically in the form of 675 
elimination or disruption). Likewise, low-priority threats tend to prompt decisions to accept the threat. 676 
In contrast, determining the appropriate response to threats occupying the middle ground—such as 677 
attack number 14—is often less straightforward. 678 

Attack number 14 involves a seemingly unavoidable dataflow, so simply eliminating the dataflow is not 679 
an option, nor is there any obvious way of transferring responsibility. This leaves the option of either 680 
accepting the presence of the threat or disrupting it. Determining which course to pursue may require 681 
first exploring disruption options so that their viability may be considered. 682 

There are several reference sources for such controls, but one of the most prominent is NIST Special 683 
Publication (SP) 800-53r5, Security and Privacy Controls for Information Systems and Organizations [6]. 684 
However, different organizations may have varying resources and expertise for selecting controls and 685 
control enhancements relevant to given threats. Though organizations may have different approaches 686 
to this process, the following describes a way of facilitating the process to map from individual 687 
PANOPTIC threat actions to candidate controls using the NIST Privacy Framework, leveraging NIST’s 688 
crosswalk17 from PF Subcategories to 800-53 controls. 689 

Handling a large number of candidate controls, even after duplicates are accounted for, requires a 690 
reduction step. One way of further constraining the effort is to focus on critical PANOPTIC threat 691 
actions. These are threat actions that others are dependent upon; disrupting critical threat actions in 692 
effect invalidates the attack. In attack number 14, the critical threat action is single source profiling. The 693 
threat actions that enable it (Recording and Biological sample) are unavoidable while the remaining 694 
threat actions (Affording revelations and Implication) are enabled by it. Focusing on single source 695 
profiling (and its associated LINDDUN threat) results in a set of less than 20 candidate controls. 696 
Appendix C shows this winnowing process, starting from the two PF Categories implicated by this threat 697 
action, mapping from the Categories to the relevant Subcategories, and from the Subcategories to the 698 
relevant 800-53 controls.  699 

Each Subcategory is augmented with an ordered tuple (e.g., [1 2 1 1]), representing the priority of that 700 
Subcategory for each of the four selected MOs drawn from the Genomic Data Profile [5] (Organizational 701 
Tailoring in Appendix C provides more details of this approach). These tuples can be used to prioritize 702 
potential controls that might be employed to disrupt threats given that the Genomic Data Profile 703 
provides a list of MOs for organizations processing genomic data and prioritizes PF Subcategories (or 704 
outcomes) to support achieving those MOs. Based on the genomic sequencing workflow, four relevant 705 
MOs were selected:  706 

MO 2: Manage privacy risk to existing and future relatives 707 

 

 

 

17 https://github.com/usnistgov/PrivacyFrmwkResources/raw/master/resources/NIST%20SP%20800-
53%20Crosswalk/csf-pf-to-sp800-53r5-mappings.xlsx 
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MO 3: Identify, model, and address cybersecurity and privacy risks of processing genomic data 708 

MO 5: Manage privacy risk to donors 709 

MO 12: Promote the use of privacy-enhancing technologies as well as secure technologies for 710 
sharing genomic data 711 

Each Privacy Framework Subcategory includes this tuple that indicates the Genomic Data Profile 712 
prioritization of MO 2, MO 3, MO 5, and MO 12 listed as [1 2 1 2]. 713 

Table 21. Mapping from Single Source Profiling to SP 800-53r5 Controls 714 

Privacy Framework 
Function - 
Category 

Privacy Framework Subcategory 800-53 
Controls 

800-53 Control 
Family 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

AC-23 Access Control 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

AU-3(3) Audit and 
Accountability 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

IA-4(8) Identification and 
Authentication 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

PE-8(3) Physical and 
Environmental 
Protection 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

SA-8(33) System and Services 
Acquisition 

Control-P – 
Disassociated 
Processing 

CT.DP-P2: Data are processed to limit 
the identification of individuals [1 2 1 2] 

SI-12(1)  
SI-12(2) 
SI-19 

System and 
Information Integrity 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

AC-23 Access Control 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

AU-16(3) Audit and 
Accountability 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

IA-8(6) Identification and 
Authentication 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

PL-8 Planning 
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Privacy Framework 
Function - 
Category 

Privacy Framework Subcategory 800-53 
Controls 

800-53 Control 
Family 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

PM-7 Program 
Management 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

SA-8(33) 
SA-17 

System and Services 
Acquisition 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

SC-2(2) System and 
Communications 
Protection 

Control-P – 
Disassociated 
Processing 

CT.DP-P3: Data are processed to limit 
the formulation of inferences about 
individuals’ behavior or activities [2 3 2 
2] 

SI-19 System and 
Information Integrity 

Protect-P – 
Protective 
Technology 

PR.PT-P2: The principle of least 
functionality is incorporated by 
configuring systems to provide only 
essential capabilities [3 2 2 2] 

AC-3 Access Control 

Protect-P – 
Protective 
Technology 

PR.PT-P2: The principle of least 
functionality is incorporated by 
configuring systems to provide only 
essential capabilities [3 2 2 2] 

CM-7 Configuration 
Management 

 

Once the set of potentially applicable controls has been narrowed down in this way, the tuples derived 715 
from MO 2, MO 3, MO 5, and MO 12 can be used to prioritize the Subcategories and by extension 716 
control selection.18 MO 2, which deals with privacy risk to relatives, is not relevant for this attack and 717 
can be ignored. MO 12, which addresses use of privacy-enhancing technologies (PETs), assigns the same 718 
priority to all three Subcategories and can also be ignored as it does not contribute any differentiation. 719 
The prioritizations for MO 3 and MO 5, however, readily yield an ordering of (1) CT.D-P2 [2 1], (2) PR.PT-720 
P2 [2 2], (3) CT.DP-P3 [3 2]. 721 

Reviewing the controls associated with CT.DP-P2 for those that appear most relevant or impactful, we 722 
find two candidates: 723 

• IA-4(8) Pairwise Pseudonymous Identifiers − Generate pairwise pseudonymous identifiers. 724 

 

 

 

18 While in principle the Mission Objectives could be employed to prioritize threats rather than controls, the MOs 
selected for this workflow provide insufficient differentiation; MOs 3, 5, and 12 will be implicated by most threats. 
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• SI-12(1) Limit Personally Identifiable Information Elements − Limit personally identifiable 725 
information being processed in the information life cycle to the following elements of PII: 726 
[Assignment: organization-defined elements of personally identifiable information]. 727 

Reviewing the controls associated with PR.PT-P2, we find: 728 

• CM-7 Least Functionality − Configure the system to provide only [Assignment: organization-729 
defined mission essential capabilities]. 730 

Finally, reviewing the controls associated with CT.DP-P3, we find: 731 

• AU-16(3) Disassociability − Implement [Assignment: organization-defined measures] to 732 
disassociate individuals from audit information transmitted across organizational boundaries. 733 

All of these in various ways could help prevent the association of identifiable individuals with specific 734 
studies or tests. However, the most direct ones are arguably those associated with the highest priority 735 
Subcategory, CT.DP-P2. Both of these point toward the need to break the link between specific 736 
individuals and (inferred) specific lab operations. Employing pairwise pseudonymous identifiers as per 737 
IA-4(8) (generating a unique identifier for every sample, even if the samples pertain to the same data 738 
subject) could accomplish this if samples could be pseudonymized at the source. This would involve the 739 
client interacting with a sequencing service system (possibly via an application programming interface, 740 
API) to generate the pseudonymous identifier that would be used for shipping purposes. The receiving 741 
clerk would then enter/scan the identifier into the system, but with restricted access to information (SI-742 
12(1)) and functionality (CM-7), to determine which lab technician should receive it. This approach could 743 
possibly leverage an existing interface (e.g., a Web portal used for communicating results). 744 

While in this case one might well have arrived at the same or similar conclusions without the 745 
Subcategory prioritization, some of the threat actions map to a significantly greater number of 746 
Subcategories with a much larger set of associated controls. In those cases, Subcategory prioritization 747 
can provide beneficial structure that facilitates control selection. Where there are many Subcategories, 748 
prioritization might even provide a basis for limiting control selection to those associated with the 749 
higher-priority Subcategories.   750 

It stands to reason that similar threats should respond to similar interventions, so in principle these 751 
disruptions should be applicable to all instances of the scenario, addressing attacks 1 through 5 as well 752 
as attack number 15. This also applies to other intervention types. One might also potentially identify 753 
similar attacks in different scenarios by searching on the associated critical threat actions and/or specific 754 
LINDDUN threats. Further, selection of controls that show up frequently across disruptions may offer 755 
greater cost-effectiveness, as long as care is taken to ensure that all targeted threats are sufficiently 756 
addressed. Also, given that some threats involve 3rd parties, controls that focus on agreements or those 757 
such as CA-02 Control Assessments and CA-03 Information Exchange may offer interventions that 758 
address multiple threats.  759 

2.4 Question 4: “Did we do a good job?” 760 

Question 4, “Did we do a good job?” directs the project team to evaluate the effectiveness of answers to 761 
Questions 1-3. This paper outlines the effort to document genomic data processing environments from a 762 
privacy standpoint (Question 1), identify genomic data threats to privacy (Question 2), and implement 763 
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interventions (Question 3). The threat modeling process is designed to be iterative. This paper 764 
showcases the process rather than an exhaustive analysis to guide other teams conducting genomic 765 
data threat modeling for privacy on their own systems. Question 4 also helps emphasize that this 766 
process will be repeated to address changes in the system and threat environments.  767 

This section provides guidelines on how to address Question 4 and suggests additional activities that can 768 
be used by teams to evaluate their efforts. The threat modeling documentation in the form of adapted 769 
PRAM Worksheets 1 and 2 should be reviewed and updated periodically to address new threats, system 770 
changes, new assumptions, and changes in risk tolerance. 771 

2.4.1 Did We Do a Good Job Documenting the System and Its Data Actions? 772 

Section 2.1 documents the system context, including PANOPTIC Contextual Domain mappings and DFDs. 773 
DFDs directly support threat identification and analysis while Contextual Domain mappings indirectly 774 
support the process. In comparison to cybersecurity threat modeling, threats related to privacy can arise 775 
from systems operating as designed therefore trust boundaries are a concept that is not used. As such, 776 
the entirety of the system is potentially relevant for privacy analysis. 777 

The following activities could potentially improve the documentation of the system and its data actions: 778 

• Review the system scope to ensure that it has captured the full breadth of data and data 779 
actions. 780 

• Check whether contextual information is sufficiently specific. 781 
• Check whether DFDs are sufficiently detailed to capture communications between systems and 782 

all data actions. 783 
• Review documentation and information from suppliers, developers, and users—including that 784 

addressing data subject consents and preferences—to consider any updates required. 785 
• Review change control processes to ensure that changes are documented properly. 786 
• Update the documentation to reflect changes to the system context or dataflows, including 787 

system interconnections, devices added, or issues identified through testing or monitoring. 788 
• Review data handling processes to ensure adherence to best practices and reflect any changes 789 

in the contextual information or DFDs as applicable. 790 

2.4.2 Did We Do a Good Job Identifying and Documenting Threats? 791 

To answer, “Did we do a good job?” on Question 2, “What could go wrong?” the project team evaluated 792 
whether the threat model adequately identified and documented threats to data subjects. Section 2.2 793 
enumerates the threats identified for the core example based on the LINDDUN dataflow analysis and the 794 
PANOPTIC attacks, with the results for the complete example documented in Appendix F. The following 795 
actions could improve threat identification. 796 

Evaluate the comprehensiveness of the LINDDUN analysis. The LINDDUN per element threat mapping 797 
heuristic shown in Table 11 acts as a completeness check. With this table, a completeness check can be 798 
done for the typical threats against external entities, processes, data stores, and dataflows. If there are 799 
possible threats that were not considered by the team, this highlights an area for additional 800 
consideration. Maintaining a checklist for each dataflow segment by making and marking copies of Table 801 
11 could help prevent potentially relevant threats from being overlooked. 802 
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Evaluate the comprehensiveness of the identified PANOPTIC threat actions. When evaluating the 803 
PANOPTIC attacks: 804 

• Consider privacy attacks that have occurred in the genomic stakeholder community and closely 805 
adjacent industries. Threat intelligence can be used to identify attacks favored by actors who are 806 
known to target an industry. The Bioeconomy Information Sharing and Analysis Center (BIO-807 
ISAC) is one potential source of such intelligence.19 808 

• Consider whether the identified scenarios and selected PANOPTIC threat actions reflect these 809 
attacks, or if additional scenarios and/or threat actions should be considered.  810 

• Determine whether the threats being considered adequately reflect the threats listed in 811 
published documents for the genomic community, such as NIST IR 8432 [11]. 812 

Review and confirm that invalidated threats are in fact invalid. Revisit invalidated threats to ensure 813 
that they were not mistakenly invalidated because a relevant LINDDUN threat was overlooked, or a 814 
relevant PEO was not recognized as such. To facilitate such a review, it is essential to retain 815 
documentation of invalidated threats. 816 

Review organizational policies, strategies, and processes to determine if there are other threat areas 817 
not being addressed by the technical evaluation. Such a review may uncover otherwise overlooked but 818 
relevant activities or scenarios. For example, sharing of data for ancillary purposes could take place via 819 
mechanisms largely separate from the target system, such as copying of LIMS logs. If the sequencing 820 
service is actively seeking to be acquired, that could potentially present threats related to any retained 821 
samples or data. 822 

2.4.3 Did We Do a Good Job Responding to the Threats? 823 

Section 2.3.2 discussed the kinds of responses to the identified threats that might be considered. More 824 
specifically, using one of the attacks in the core example, it illustrated how to intervene by disrupting the 825 
threat using standard controls by reasoning from the attack to particular controls by way of the NIST PF. 826 

The following actions could evaluate and improve on this approach: 827 

• Review interventions to assess how well they address the LINDDUN threats associated with the 828 
attacks. 829 

• Expand interventions to cover additional PF Subcategories beyond those that were addressed 830 
based on the prioritizations in the Genomic Data Profile for the Mission Objectives that have 831 
been established. (See Organizational Tailoring in Appendix C.) 832 

• Review the documentation from Question 1 to check which, if any, interventions may already be 833 
present. 834 

• If the answers to Questions 1 and/or 2 have changed, revisit the relevant response 835 
determinations. 836 

 

 

 

19 https://www.isac.bio/ 
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• Develop a surveillance plan that incorporates any findings from assessments, tabletop exercises, 837 
or ongoing vulnerability monitoring using available resources20 and documents how they will be 838 
integrated into future threat modeling activities. 839 

2.4.4 Additional Activities 840 

The following additional actions help evaluate the thoroughness of responses and regularly consider the 841 
impact of any changes to the system or threat environment. A legal review may be appropriate to 842 
determine if the interventions, accepted threats, and transferred responsibilities (particularly the 843 
manner of transfer notification) meet the necessary regulatory requirements (GV.PO-P). 844 

Review Threat Responses. Appropriate documentation of threat responses beyond disruption is critical 845 
to ensuring that they can be revisited as circumstances change. 846 

• Eliminate. Eliminating threats often removes features. Accompanying documentation should 847 
justify the trade-offs involved. This documentation is necessary because threat models will need 848 
to be revisited as the system and organization evolves. Future threat modeling efforts may 849 
involve different participants who may not be familiar with the system and will rely on this 850 
documentation. 851 

• Accept. Threats that are accepted should be documented sufficiently to explain why. For 852 
example, the interventions necessary to disrupt attack number 1 and similar attacks in the core 853 
example, where sending a group of samples together to the same technician could link the 854 
samples to the disease they’re known to be researching, may be considered too onerous 855 
relative to the threat’s priority. The reason for the threat acceptance needs to be documented 856 
so that if the process surrounding sample intake changes, the threat and the response to it can 857 
be reassessed. 858 

• Transfer. When responsibility for threats is transferred, documentation should clearly indicate 859 
the entity assuming accountability for those threats. That entity may then choose to intervene, 860 
accept, or further transfer responsibility for the threat. Documentation adequately specifies the 861 
obligations and expectations of both parties. Note that not all responsibilities can be 862 
transferred, such as those which are legally obligated (e.g., breach notification). 863 

Update DFDs. As interventions are added, DFDs may need to be updated. The possibility of new threats 864 
against changed or added elements should be considered. If new threats arise from changes, 865 
appropriate responses must be determined, which could include reconsidering the intervention. 866 

Review PANOPTIC Attacks. If there are interventions in place that disrupt multiple common threat 867 
actions, that can be a positive indication of the layering of controls, which supports robust privacy 868 
protection. 869 

 

 

 

20 https://nvd.nist.gov 
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Utilize Framework Profiles. Teams can use the Genomic Data Profile to identify further interventions by 870 
considering additional priority Subcategories for each relevant Mission Objective. (See Organizational 871 
Tailoring in Appendix C.) Alternatively, PF Subcategories associated with the disruptions selected during 872 
Question 3 activities can be used to inform an organization’s PF Target Profile, which could leverage a 873 
Community Profile such as the Genomic Data Profile. The organization can then identify potential gaps 874 
by comparing its Current Profile to its Target Profile. 875 

Track Interventions Throughout the System Life Cycle. Threat interventions should be documented, 876 
reviewed, tested, and maintained as the threat environment changes. This may include the following 877 
considerations: 878 

• During the implementation phase, threat modeling should be periodically revisited and updated. 879 
Consider whether the intervention caused problems and if so, what were the impacts.  880 

• Once interventions are operational, consider their effectiveness and any unanticipated negative 881 
impact to Mission Objectives. For example, if the intervention reduced the ability of direct data 882 
subjects to exercise control over their data (CT.PO-P3), consider if the protection provided by 883 
the intervention justified that diminution of control. 884 

• Organizations should update their threat response and possibly the relevant aspects of their 885 
threat model after an intervention fails, considering whether the failure resulted from 886 
erroneous analysis. Performing and documenting root cause analysis can usefully inform future 887 
decisions. 888 

• Privacy assessment, including automated and manual red teaming, is another useful tool to 889 
evaluate how the interventions and threat modeling perform and how they can be improved.  890 

• Tabletop and functional exercises as described in SP 800-84 [12] can also be very helpful in 891 
evaluating Question 3 performance and can be done both before and after a system is in use. 892 
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3 Conclusion 893 

The paper provides an example of how a threat modeling process can be employed in a systematic and 894 
consistent manner to analyze genomic data threats related to privacy to the Clinical Client, Research 895 
Partner, and Genomic Sequencing Service environments. It shows how the process charts, characterizes, 896 
and analyzes the dataflows of each use case to identify specific types of potential threats, while 897 
describing possible actualizing attacks. It also demonstrates how valid threats can be prioritized and 898 
provides an illustrative example of how to identify and select threat-disrupting interventions. 899 

This threat modeling process identified notable genomic data threats and concerns in the use cases 900 
examined. One key finding is the limited ability for individuals to exercise informed consent and 901 
maintain control over their genomic data as it moves across increasingly complex dataflows. 902 
Additionally, the interconnected nature of genomic data introduces the potential for direct subjects’ 903 
data to impact indirect subjects, such as relatives, further complicating privacy management.  904 

Additional details regarding our threat modeling approach, methodology, dataflows, mappings, and 905 
threat validation can be found in Appendices C-G. The scope of our analysis was constrained to two use 906 
cases and focused on dataflows between two organizations. Further analysis could explore the 907 
complexities of environments involving multiple entities and more intricate dataflows. Also, the rapidly 908 
evolving field of genomics, coupled with dynamic threat landscape, present considerations that could 909 
also be analyzed. Expanding the scope could yield additional insights into privacy challenges for genomic 910 
data processing. Organizations may also consider approaches for implementing ongoing threat 911 
monitoring to supplement threat modeling. 912 
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Appendix A List of Acronyms 913 

The following acronyms are used in this publica�on. 914 

API Application Programming Interface 915 

ATT&CK  Adversarial Tactics, Techniques & Common Knowledge 916 

BIO-ISAC Bioeconomy Information Sharing and Analysis Center 917 

CAP College of American Pathologists 918 

CLIA Clinical Laboratory Improvement Amendments 919 

DFD Dataflow Diagram 920 

DMZ Demilitarized Zone 921 

DNA Deoxyribonucleic acid 922 

FDA Food and Drug Administration 923 

GCP Good Clinical Practice 924 

GDPR EU General Data Protection Regulation 925 

GINA Genetic Information Nondiscrimination Act of 2008 926 

HIPAA Health Insurance Portability and Accountability Act 927 

IR Internal Report 928 

IRB Institutional Review Board 929 

LIMS Laboratory Information Management System 930 

LINDDUN Linking, Identifying, Detecting, Data Disclosure, Unawareness and Unintervenability, and 931 
Non-compliance privacy threat types 932 

MO Mission Objective 933 

NCCoE National Cybersecurity Center of Excellence 934 

NIH National Institutes of Health 935 

NIST National Institute of Standards and Technology 936 

OSS Open-Source Software 937 

PANOPTIC Pattern and Action Nomenclature of Privacy Threats in Context 938 

PEO Privacy Engineering Objective 939 

PET Privacy-Enhancing Technology 940 

PF NIST Privacy Framework 941 

PRAM Privacy Risk Assessment Methodology 942 
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SP NIST Special Publication 943 

STRIDE Spoofing, Tampering, Repudiation, Information Disclosure, and Elevation of Privilege 944 
cybersecurity threat types 945 

SQL Structured Query Language 946 

TRF Test Request Form 947 
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