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The National Cybersecurity Center of Excellence (NCCoE), a part of the National Institute of Standards
and Technology (NIST), is a collaborative hub where industry organizations, government agencies, and
academic institutions work together to address businesses’ most pressing cybersecurity issues. This
public-private partnership enables the creation of practical cybersecurity solutions for specific
industries, as well as for broad, cross-sector technology challenges. Through consortia under
Cooperative Research and Development Agreements (CRADAs), including technology partners—from
Fortune 50 market leaders to smaller companies specializing in information technology security—the
NCCoE applies standards and best practices to develop modular, adaptable example cybersecurity
solutions using commercially available technology. The NCCoE documents these example solutions in
the NIST Special Publication 1800 series, which maps capabilities to the NIST Cybersecurity Framework
and details the steps needed for another entity to re-create the example solution. The NCCoE was
established in 2012 by NIST in partnership with the State of Maryland and Montgomery County,
Maryland.

To learn more about the NCCoE, visit https://www.nccoe.nist.gov/. To learn more about NIST, visit
https://www.nist.gov.

NIST Cybersecurity Practice Guides (Special Publication 1800 series) target specific cybersecurity
challenges in the public and private sectors. They are practical, user-friendly guides that facilitate the
adoption of standards-based approaches to cybersecurity. They show members of the information
security community how to implement example solutions that help them align with relevant standards
and best practices and provide users with the lists of materials, configuration files, and other
information they need to implement a similar approach.

The documents in this series describe example implementations of cybersecurity practices that
businesses and other organizations may voluntarily adopt. These documents do not describe regulations
or mandatory practices, nor do they carry statutory authority.

Increasingly, healthcare delivery organizations (HDOs) are relying on telehealth and remote patient
monitoring (RPM) capabilities to treat patients at home. RPM is convenient and cost-effective, and its
adoption rate has increased. However, without adequate privacy and cybersecurity measures,
unauthorized individuals may expose sensitive data or disrupt patient monitoring services.

RPM solutions engage multiple actors as participants in a patient’s clinical care. These actors include
HDOs, telehealth platform providers, and the patients themselves. Each participant uses, manages, and
maintains different technology components within an interconnected ecosystem, and each is
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responsible for safeguarding their piece against unique threats and risks associated with RPM
technologies.

This practice guide assumes that the HDO engages with a telehealth platform provider that is a separate
entity from the HDO and patient. The telehealth platform provider manages a distinct infrastructure,
applications, and set of services. The telehealth platform provider coordinates with the HDO to
provision, configure, and deploy the RPM components to the patient home and assures secure
communication between the patient and clinician.

The NCCoE analyzed risk factors regarding an RPM ecosystem by using risk assessment based on the
NIST Risk Management Framework. The NCCoE also leveraged the NIST Cybersecurity Framework, NIST
Privacy Framework, and other relevant standards to identify measures to safeguard the ecosystem. In
collaboration with healthcare, technology, and telehealth partners, the NCCoE built an RPM ecosystem
in a laboratory environment to explore methods to improve the cybersecurity of an RPM.

Technology solutions alone may not be sufficient to maintain privacy and security controls on external
environments. This practice guide notes the application of people, process, and technology as necessary
to implement a holistic risk mitigation strategy.

This practice guide’s capabilities include helping organizations assure the confidentiality, integrity, and
availability of an RPM solution, enhancing patient privacy and limiting HDO risk when implementing an
RPM solution.

KEYWORDS

access control; authentication; authorization; behavioral analytics; cloud storage; data privacy; data
security; encryption; HDO; healthcare; healthcare delivery organization; remote patient monitoring;
RPM,; telehealth
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The Technology Partners/Collaborators who participated in this build submitted their capabilities in
response to a notice in the Federal Register. Respondents with relevant capabilities or product
components were invited to sign a Cooperative Research and Development Agreement (CRADA) with
NIST, allowing them to participate in a consortium to build this example solution. We worked with:

Technology Partner/Collaborator

Build Involvement

Accuhealth

Accuhealth Evelyn

Cisco

Cisco Firepower Version 6.3.0
Cisco Umbrella
Cisco Stealthwatch Version 7.0.0

Inova Health System

subject matter expertise

LogRhythm LogRhythm XDR Version 7.4.9
LogRhythm NetworkXDR Version 4.0.2

MedCrypt subject matter expertise

MedSec subject matter expertise

Onclave Networks, Inc. (Onclave)

Onclave Zero Trust Platform Version 1.1.0

Tenable

Tenable.sc Vulnerability Management Version 5.13.0 with
Nessus

The University of Mississippi Medical

Center

subject matter expertise

Vivify Health

Vivify Pathways Home
Vivify Pathways Care Team Portal
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The terms “shall” and “shall not” indicate requirements to be followed strictly to conform to the
publication and from which no deviation is permitted. The terms “should” and “should not” indicate that
among several possibilities, one is recommended as particularly suitable without mentioning or
excluding others, or that a certain course of action is preferred but not necessarily required, or that (in
the negative form) a certain possibility or course of action is discouraged but not prohibited. The terms
“may” and “need not” indicate a course of action permissible within the limits of the publication. The
terms “can” and “cannot” indicate a possibility and capability, whether material, physical, or causal.

NOTICE: The Information Technology Laboratory (ITL) has requested that holders of patent
claims whose use may be required for compliance with the guidance or requirements of this
publication disclose such patent claims to ITL. However, holders of patents are not obligated to
respond to ITL calls for patents and ITL has not undertaken a patent search in order to identify
which, if any, patents may apply to this publication.

As of the date of publication and following call(s) for the identification of patent claims whose
use may be required for compliance with the guidance or requirements of this publication, no
such patent claims have been identified to ITL.

No representation is made or implied by ITL that licenses are not required to avoid patent
infringement in the use of this publication.
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The following volumes of this guide show information technology (IT) professionals and security
engineers how we implemented this example solution. We cover all of the products employed in this
reference design. We do not recreate the product manufacturers’ documentation, which is presumed to
be widely available. Rather, these volumes show how we incorporated the products together in our
environment.

Note: These are not comprehensive tutorials. There are many possible service and security configurations
for these products that are out of scope for this reference design.

1.1 How-To Guide

This National Institute of Standards and Technology (NIST) Cybersecurity Practice Guide demonstrates a
standards-based reference design and provides users with the information they need to replicate the
telehealth remote patient monitoring (RPM) environment. This reference design is modular and can be
deployed in whole or in part.

This guide contains three volumes:

= NIST SP 1800-30A: Executive Summary
= NIST SP 1800-30B: Approach, Architecture, and Security Characteristics—what we built and why
= NIST SP 1800-30C: How-To Guides—instructions for building the example solution (you are here)

Depending on your role in your organization, you might use this guide in different ways:

Business decision makers, including chief security and technology officers, will be interested in the
Executive Summary, NIST SP 1800-30A, which describes the following topics:

= challenges that enterprises face in securing the remote patient monitoring ecosystem
= example solution built at the NCCoE
= benefits of adopting the example solution

Technology or security program managers who are concerned with how to identify, understand, assess,
and mitigate risk will be interested in NIST SP 1800-30B, which describes what we did and why. The
following sections will be of particular interest:

= Section 3.4, Risk Assessment, describes the risk analysis we performed.

= Section 3.5, Security Control Map, maps the security characteristics of this example solution to
cybersecurity standards and best practices.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 11
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You might share the Executive Summary, NIST SP 1800-30A, with your leadership team members to help
them understand the importance of adopting standards-based commercially available technologies that
can help secure the RPM ecosystem.

IT professionals who want to implement an approach like this will find this whole practice guide useful.
You can use this How-To portion of the guide, NIST SP 1800-30C, to replicate all or parts of the build
created in our lab. This How-To portion of the guide provides specific product installation, configuration,
and integration instructions for implementing the example solution. We do not recreate the product
manufacturers’ documentation, which is generally widely available. Rather, we show how we
incorporated the products together in our environment to create an example solution.

This guide assumes that IT professionals have experience implementing security products within the
enterprise. While we have used a suite of commercial products to address this challenge, this guide does
not endorse these particular products. Your organization can adopt this solution or one that adheres to
these guidelines in whole, or you can use this guide as a starting point for tailoring and implementing
parts of the National Cybersecurity Center of Excellences’ (NCCoE’s) risk assessment and deployment of
a defense-in-depth strategy in a distributed RPM solution. Your organization’s security experts should
identify the products that will best integrate with your existing tools and IT system infrastructure. We
hope that you will seek products that are congruent with applicable standards and best practices.
Section 3.6, Technologies, lists the products that we used and maps them to the cybersecurity controls
provided by this reference solution.

A NIST Cybersecurity Practice Guide does not describe “the” solution but a possible solution. We seek
feedback on its contents and welcome your input. Comments, suggestions, and success stories will
improve subsequent versions of this guide. Please contribute your thoughts to hit nccoe@nist.gov.

Acronyms used in figures are in the List of Acronyms appendix.

1.2 Build Overview

The NCCoE constructed a virtual lab environment to evaluate ways to implement security capabilities
across an RPM ecosystem, which consists of three separate domains: patient home, telehealth platform
provider, and healthcare delivery organization (HDO). The project implements virtual environments for
the HDO and patient home while collaborating with a telehealth platform provider to implement a
cloud-based telehealth RPM environment. The telehealth environments contain simulated patient data
that portray relevant cases that clinicians could encounter in real-world scenarios. The project then
applies security controls to the virtual environments. Refer to NIST Special Publication (SP) 1800-308B,
Section 5, Security Characteristic Analysis, for an explanation of why we used each technology.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 12
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1.3 Typographic Conventions

The following table presents typographic conventions used in this volume.

Typeface/Symbol Meaning Example
Italics file names and path names; For language use and style guidance,
references to documents that | see the NCCoE Style Guide.
are not hyperlinks; new
terms; and placeholders
Bold names of menus, options, Choose File > Edit.
command buttons, and fields
Monospace command-line input, mkdir

onscreen computer output,
sample code examples, and
status codes

Monospace Bold

command-line user input
contrasted with computer
output

service sshd start

blue text

link to other parts of the
document, a web URL, or an
email address

All publications from NIST’s NCCoE
are available at
https://www.nccoe.nist.gov.

1.4 Logical Architecture Summary

Figure 1-1 illustrates the reference network architecture implemented in the NCCoE virtual
environment, initially presented in NIST SP 1800-30B, Section 4.5, Final Architecture. The HDO

environment utilizes network segmenting similar to the architecture segmentation used in NIST SP 1800-
24, Securing Picture Archiving and Communication System (PACS) [1]. The telehealth platform provider is
a vendor-managed cloud environment that facilitates data transmissions and communications between
the patient home and the HDO. Patient home environments have a minimalistic structure, which

incorporates the devices provided by the telehealth platform provider.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem
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Figure 1-1 Final Architecture
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This section of the practice guide contains detailed instructions for installing and configuring all the
products used to build an instance of the example solution. The project team implemented several
capabilities that included deploying components received from telehealth platform providers and
components that represent the HDO. The telehealth platform providers provisioned biometric devices
that were deployed to a patient home environment. Within the HDO, the engineers deployed network
infrastructure devices to implement network zoning and configure perimeter devices. The engineers
also deployed security capabilities that supported vulnerability management and a security incident and
event management (SIEM) tool. The following sections detail deployment and configuration of these

components.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem
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2.1 Telehealth Platform Provider

The project team implemented a model where an HDO partners with telehealth platform providers to
enable RPM programs. Telehealth platform providers are third parties that, for this practice guide,
configured, deployed, and managed biometric devices and mobile devices (e.g., tablets) that were sent
to the patient home. The telehealth platform provider managed data communications over cellular and
broadband where patients send biometric data to the telehealth platform provider. The telehealth
platform provider implemented an application that allowed clinicians to access the biometric data.

The team collaborated with two independent telehealth platform providers. Collaborating with two
unique platforms enabled the team to apply NIST’s Cybersecurity Framework [2] to multiple telehealth
platform implementations. One platform provides biomedical devices enabled with cellular data. These
devices transmitted biometric data to the cloud-based telehealth platform. The second platform
provider deployed biometric devices enabled with Bluetooth wireless technology. Biometric devices
communicated with an interface device (i.e., a tablet). The telehealth platform provider configured the
interface device by using a mobile device management solution, limiting the interface device’s
capabilities to those services required for RPM participation. The patient transmitted biometric data to
the telehealth platform provider by using the interface device. The interface device transmitted data
over cellular or broadband data communications. Both telehealth platform providers allowed HDOs to
access patient data by using a web-based application. Both platforms implemented unique access
control policies for access control, authentication, and authorization. Figure 2-1 depicts the different
communication pathways tested in this practice guide. A detailed description of each communications
pathway is provided in NIST SP 1800-30B, Section 4.2, High-Level Architecture Communications
Pathways.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 15
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Figure 2-1 RPM Communications Paths
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2.1.1 Accuhealth

Accuhealth provided biometric devices that included cellular data communication. Accuhealth also
included a cloud-hosted application for HDOs to access patient-sent biometric data. Accuhealth
provisioned biomedical devices with subscriber identity module (SIM) cards that enabled biomedical
devices to transmit data via cellular data communications to the Accuhealth telehealth platform.
Accuhealth stored patient-transmitted data in an application. Individuals assigned with clinician roles
accessed transmitted data hosted in the Accuhealth application. The biomedical data displayed in the
following screen captures are notional in nature and do not relate to an actual patient.

2.1.1.1 Patient Home—Communication Path A

This practice guide assumes that the HDO enrolls the patient in an RPM program. Clinicians would
determine when a patient may be enrolled in the program appropriately, and conversations would occur
about understanding the roles and responsibilities associated with participating in the RPM program.
When clinicians enroll patients in the RPM program, the HDO would collaborate with Accuhealth.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 16
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Accuhealth received patient contact information and configured biometric devices appropriate for the
RPM program in which the patient was enrolled. Accuhealth configured biometric devices to
communicate via cellular data, which is depicted as communication path A of Figure 2-1. Biometric
devices. Thus, biometric devices were isolated from the patient home network environment.

2.1.1.2 HDO

The Accuhealth solution includes installing an application within the HDO environment. Clinicians access
a portal hosted by Accuhealth that allows a clinician to view patient biometric data. The application
requires unique user accounts and role-based access control. System administrators create accounts and
assign roles through an administrative console. Sessions from the clinician to the hosted application use
encryption to ensure data-in-transit protection.

This section discusses the HDO application installation and configuration procedures.
1. Access a device that has a web browser.

2. Navigate to Accuhealth login page and provide a Username and Password. The following
screenshots show a doctor’s point of view in the platform.

3. Click LOGIN.

accuhealth.

Email Address or Username

Password

Keep me signed in

LOG IN

INFO | FORGOT PASSWORD | HELP

After logging in, the Patient Overview screen displays.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 17
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Overview

Patient Overview

View Select Time Range

Un-Actioned Critical Readings

Critical / At-Risk Patient Readings

Time ¢ Status ¢ Patient +
08-20-2020 [ESTN Vikran Ryder
07:00:50

08-19-2020 [ERTSNM Vikran Ryder
07:00:49

08-18-2020 [ERSE M Vikram Ryder
07:00:50

Al Practice Patients v | X Last 14 days

Phone Number

3015031308

3015031308

3015031308

Hide Filters

2mago

Category *

Heart Rate

Heart Rate

Heart Rate

Un-Actioned At-Risk Readings

Parameter *

High Heart Rate Detected: 102 bpm

High Heart Rate Detected: 102 bpm

High Heart Rate Detected: 102 bpm

Followed Patients

0

Review
Comments + Following + Reading +
o coments yet e [
e p——— e [
no comments yet () [

Software Center |

Review
Details +

Ms
Marcelina
Almaguer,

LWN - 08~
19-2020
07:08:33

¥s
Marcelina
Almaguer,
LW - 08-
18-2020

4. To view patients associated with the account used to log in, navigate to the View Select drop-
down list in the top left corner of the screen and select My Patients.

Patient Overview  Patient

Patient Overview
View Select Time Range

My Patients - X Last14 days

Un-Actioned Critical Readings

Critical / At-Risk Patient Readings

Time % Status - Patient
08-20-2020 (UETSEM Tashon Dixon
07:00:50

08-20-2020 (WSTSISSMN Vikram Ryder
07:00:50

08-19-2020 (EETSENM  Tashon Dixon

Phone Number

2282184825

3015031308

2282184825

Hide Filters.

2m ago

Category +

Heart Rate

Heart Rate

Heart Rate

Un-Actioned At-Risk Readings

Parameter *

High Heart Rate Detected: 102 bpm

High Heart Rate Detected: 102 bpm

High Heart Rate Detected: 102 bpm

Followed Patients

0]

Review
Comments + Following * Reading *
no comments yet () [

no comments yet () —J

no comments yet [ )

Review
Details =

Ms.
Marcelina
Almaguer,

LVN - 08-
20-2020
07:22:32

Ms.
Marcelina
Almaguer,
LVN - 08-
20-2020
07:22:32

5. Click a Patient to display the Patient Details page, which displays all patient biomedical

readings.
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Patient Ov Patient Details Billing v

Patient Details
Select Patient Time Range

Tashon Dixon:228..v | X Last 14 days v

Choose a view

Vitals Profie  Medication

00:04:1

Note: Current monthly interaction between QHCP and Patient/Car

Telemonitoring Services

Phone Number Review Review

Time * Status ~  Patient & $  Category ¢ Reading * Comments + Following * Reading * Details +

08-20-2020 [URTS=S Tashon Dixon 2282184825  Heart Rate 102 bpm no comments yet (] |:| Ms

07:00:50 Marcelina
Almaguer,
LW - o8-
20-2020
07:22:32

08-19-2020 [EERSCSW Tashon Dixon 2282184825  Heart Rate 102 bpm no comments yet [ D

07:00:49

08-18-2020 ORI Tashon Dixon 2282184825  Heart Rate 102 bpm no comments yet (] |:| Ms

07:00:50 Marcelina

Almaguer,

*Untitled - Nolepad' LVN - 08-

6. To leave a comment on a reading, click no comments yet under the Comments column on the
row of the reading to which the comment refers.

7. A Comment screen displays that allows free text input.
8. Click Comment.

9. Click Close.

@ Patient Details | Accuhealth 802 X 4+

< C' @& rpmaccuhealth.tech

Comment

*Untitled - Notepad
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10. To have a call with a patient, click Request an Appointment in the top left of the Patient Details
page.

11. A notification box displays, asking if the Home Health Agency needs to schedule an appointment
with the patient.

12. Click OK.

@ ratient Details | Accuhealth 802 X +

a % » 0 :
Patient Details Reports v Billing ¥ Telemedicii rpm Pechhealtiteeh says act Support Logout a C C Ll I'1 e a | t }1 )

Patient Details

Select Patient Time Range

& C @& rpm.accuhealth.tech,

Patient Overview

Tashon Dixon:228..v | X Last 14 days

Choose a view

Vitals Profie  Medication
Request an Appointment

Phone Number Review
Status +  Patient + $  Category Reading Comments Following + Reading *

[ERTESM Tashon Dixon 2282184825  Heart Rate 02 bpm no comments yet ]

Critical [RECIMESEC 2282184825  Heart Rate 102 bpm no comments yet

07:00:49

[J [

Critical [RECHTNIPEN 2282184825  Heart Rate 102 bpn no comments yet

2.1.2 Vivify

Vivify provided biometric and interface devices (i.e., Vivify provisioned a tablet device) and a cloud-
hosted platform. Vivify enabled biometric devices with Bluetooth communication and provisioned
interface devices with SIM cards. Individuals provisioned with patient roles used the interface device to
retrieve data from the biometric devices via Bluetooth. Individuals acting as patients then used the
interface device to transmit data to Vivify by using cellular data. Vivify’s application presented the
received data. Individuals provisioned with clinician roles accessed the patient-sent data stored in the
Vivify application via a web interface.

2.1.2.1 Patient Home—Communication Path B

This practice guide assumes that the HDO enrolls the patient in an RPM program. Clinicians would
determine when a patient may be enrolled in the program appropriately, and conversations then occur
about understanding the roles and responsibilities associated with participating in the RPM program.
When clinicians enroll patients in the RPM program, the HDO would collaborate with Vivify. Vivify
received patient contact information and configured biometric devices and an interface device (i.e.,
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tablet) appropriate for the RPM program in which the patient was enrolled. These devices were
configured to transmit data via cellular through the interface device, which is depicted as
communication path B in Figure 2-1. Vivify assured device configuration and asset management.

2.1.2.2 Patient Home—Communication Paths C and D

To evaluate communication path Cin Figure 2-1, the project team implemented another instance of the
Vivify Pathways Care Team Portal in a simulated cloud environment. The simulated cloud environment
represented how a telehealth platform provider may operate; however, it does not reflect how any
specific telehealth platform provider hosts its components. The simulated cloud environment deployed
Vivify-provided software. One should note that the simulated cloud environment does not represent
how Vivify implements its commercial service offering. The NCCoE implemented the simulated cloud
environment as a test case where telehealth platforms may incorporate layer 2 over layer 3 solutions as
part of their architecture. A Vivify Pathways Home kit was hosted in a patient home network, which
included peripherals as well as an RPM interface. Engineers connected the RPM interface (mobile
device) to the patient home network to enable broadband communications with the new simulated
cloud instance. The RPM interface collected patient data from the provided peripherals via Bluetooth
and then transmitted thesedata to the simulated cloud environment through the broadband connection.

After implementing communication path C and the Onclave Network Solution, the RPM interface
connected to an add-on security control, Onclave Home Gateway, inside the patient home environment.
Once the RPM interface was connected to the Onclave Home Gateway, patient data were transmitted to
the simulated cloud environment through the Onclave Telehealth Gateway. These connections enabled
the project team to implement communication path D as depicted in Figure 2-1. Details on how
engineers installed and configured Onclave tools are described in section 2.2.4.1, Onclave SecureloT.

2.1.2.3 Telehealth Platform Provider—Communication Paths C and D

For communication paths C and D, a simulated cloud environment was created to represent a telehealth
platform provider that supports broadband-capable biometric devices. A sample Vivify Pathways Care
Team Portal was obtained to demonstrate how patient data could be transmitted via broadband
communications. Practitioners should note, however, that Vivify as an entity may not support this use
case. Vivify engineers facilitated deploying the Vivify Pathways Care Team Portal as representative of
how a telehealth platform provider may support the communications pathway. Communication paths A
and B used telehealth platform providers that were located outside the NCCoE lab, and data were
transmitted via cellular communications.

Communication path D required more add-on security controls to be configured in the virtual cloud
environment. For this communication pathway, the representative Vivify Pathways Care Team Portal
was connected to an Onclave Telehealth Gateway. This gateway accepted data transmissions from the
RPM interface connected to the Onclave Home Gateway housed in the patient home environment.
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2.1.24 HDO

Using a web browser interface, clinicians access a portal hosted by Vivify that allows access to view

patient biometric data. Portal interaction requires unique user accounts and role-based access control.

System administrators create accounts and assign roles through an administrative console. Sessions
from the clinician to the hosted application use encryption to ensure data-in-transit protection.

This section discusses the HDO application installation and configuration procedures.
1. Access a device that has a web browser.

2. Navigate to https://<vivifyhealth site>/CaregiverPortal/Login and give the Username and
Password of the administrative account provided by Vivify.

3. Click Login.

Remote Patient Monitoring

Log in to shape lives.

Login

4. Navigate to the Care Team menu item on the left-hand side of the screen.
Click + New User.
5. Inthe New User screen, provide the following information:

a. First Name: Test
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

b. Last Name: Clinician

c. User Name: TClinicianl

d. Password: *#xkoxkondo

e. Confirm Password: *******x%x

f. Facilities: Vivify General

g. Sites: Default

h. Roles: Clinical Level 1, Clinical Level 2

i. Email Address: *****x*x%x

j. Mobile Phone; *******xx*
Click Save Changes.
Navigate to Patients in the left-hand menu bar.
Select the NCCoE, Patient record.
Under Care Team, click the notepad and pencil in the top right of the box.
In the Care Team window, select Clinician, Test and click Ok.
Log out of the platform.
Log in to the platform by using the Test Clinician credentials and click Login.
Click the NCCoE, Patient record.
Navigate to the Monitoring tab to review patient readings.
Based on the patient’s data, the clinician needs to consult the patient.
Click the ellipsis in the NCCoE, Patient menu above the green counter.
Select Call Patient.
In the Respond to Call Request screen, select Phone Call Now.

After the consultation, record the action items performed during the call.

In the Monitoring window, click Accept All under the Alerts tab to record intervention steps.

In the Select Intervention window, select the steps performed to address any patient alerts.

Click Accept.
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23. Navigate to Notes to review recorded interventions or add other clinical notes

2.2 Security Capabilities

The following instruction and configuration steps depict how the NCCoE engineers and project
collaborators implemented the provided cybersecurity tools to achieve the desired security capabilities
identified in NIST SP 1800-30B, Section 4.4, Security Capabilities.

2.2.1 Risk Assessment Controls

Risk assessment controls align with the NIST Cybersecurity Framework’s ID.RA category. For this practice
guide, the Tenable.sc solution was implemented as a component in an HDO's risk assessment program.
While Tenable.sc includes a broad functionality set, the project team leveraged Tenable.sc’s
vulnerability scanning and management capabilities.

2.2.1.1 Tenable.sc

Tenable.sc is a vulnerability management solution. Tenable.sc provides a dashboard graphic user
interface that displays the results from its vulnerability scanning and configuration scanning capabilities.
Tenable.sc’s dashboard includes vulnerability scoring, enabling engineers to prioritize patching and
remediation. The engineers used Tenable.sc to manage a Nessus scanner, which performed vulnerability
scanning against HDO domain-hosted devices. While the Tenable.sc solution includes configuration-
checking functionality, this practice guide uses the solution for vulnerability management.

System Requirements

Central Processing Unit (CPU): 4

Memory: 8 gigabytes (GB)

Storage: 250 GB

Operating System: CentOS 7

Network Adapter: virtual local area network (VLAN) 1348

Tenable.sc Installation

This section discusses installation of the Tenable.sc vulnerability management solution.
1. Import the Tenable.sc open virtual appliance or appliance (OVA) file to the virtual environment.
2. Assign the virtual machine (VM) to VLAN 1348.
3. Start the VM and document the associated internet protocol (IP) address.

4. Open a web browser that can talk to VLAN 1348 and navigate to the VM'’s IP address.
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5. For the first login, use wizard as the Username and admin for the Password.
6. Tenable.sc prompts a pop-up window for creating a new admin username and password.
7. Repeat step 5 using the new username and password.

a. Username: admin

b. Password: ***kxskokorx

c. Check the box beside Reuse my password for privileged tasks.

tenable

Lser name

admin

Password

Reuse my password for privileged tasks

A Feguired for admin usage

8. After logging in, the Tenable Management Console page displays.

9. Click the Tenable.sc menu option on the left side of the screen.

10. To access Tenable.sc, click the IP address next to the uniform resource locator (URL) field.
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tenable

- tenable-0xata384

System

ﬁ System Log
Metworking
Storage
Accounts
Services
Diagnostic Reports

Terminal

Remote Storage
Tenable.sc

Update Management
SSL/TLS Certificates
Backup/Restore
SNMP

Software Updates

Tenable.sc™

URL:

License:

Service Status:

Challenge
Code:

Daemons
Running:

Application
Version:

Build ID:

RPM Version:

https://192.168.45.101:443

License is valid and expires in 315 days (Expires Monday, June
21st, 2021, 8:00:00 PM).

Running Stop | Restart

6485cfadc5b6358fc9705ea336b50bafea9b1 57

httpd
Jobd.php

5.15.0

202007153999

5150

11. Log in to Tenable.sc by using the credentials created in previous steps and click Sign In.

a. Username: admin

b Password.**********
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( )tenable.sc

admin

e

O tenable

12. After signing in, Tenable.sc’s web page displays.

W,

Lt

13. Navigate to the System drop-down list in the menu ribbon.
14. Click Configuration.
15. Under Tenable.sc License, click Upload next to License File.

16. Navigate to the storage location of the Tenable.sc license key obtained from a Tenable
representative and select the key file.

17. Click OK.
18. Click Validate.

19. When Tenable.sc accepts the key, a green Valid label will display next to License File.
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tenable.sc Dashboard Resources v Repositories»  Organizations Users v

License Configuration

Tenable.sc License

IP Limnit 64 ( 0 currently active )

Type Subscription

Expiration Jun 21, 2021 20:00

Licensee National Cybersecurity Center of Excellence (NCCOE)
Hostname tenable-Oxata384

License File m Update License

20. Under Additional Licenses, input the Nessus license key provided by a Tenable representative
next to Nessus Scanner.

21. Click Register.
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§ - tenable.sc Dashboard Resources v Repositories v Organizations Users » Scanning v System v

icense configuration  Back

Tenable.sc License

IP Limit 64 ( 0 currently active

Type Subscriptior

Expiration un 21, 2021 2

Licensee National Cybersecurity Center of Excellence (NCCOE)

Hostname tenable-Oxata384

License File m Jpdate License

Additional Licenses

nessus |

Scanner

Tenable.sc Configuration

The project team leveraged support from Tenable engineers. Collectively, engineers installed Tenable.sc
and validated license keys for Tenable.sc and Nessus. Engineers created Organization, Repository, User,
Scanner, and Scan Zones instances for the HDO lab environment. The configuration steps are below.

Add an Organization

1. Navigate to Organizations in the menu ribbon.
2. Click +Add in the top right corner of the screen. An Add Organization page will appear.
3. Name the Organization RPM HDO and leave the remaining fields as their default values.

4. Click Submit.
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Qtenable.sc'

Dashboard Resources Repositories ~ Organizations u

General

Name* RPM HDO

Add a Repository

1. Navigate to the Repositories drop-down list in the menu ribbon.
2. Click +Add in the top right corner of the screen. An Add Repository screen displays.

3. Under Local, click IPv4. An Add IPv4 Repository page displays. Provide the following
information:

a. Name: HDO Repository
b. IP Ranges: 0.0.0.0/24
c. Organizations: RPM HDO

4. Click Submit.
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:_:; tenable.sc  Dashboard  Resourcesv  Repositories

Add IPv4 Repository
General
Name* HDO Repository
Description
Data
IP Ranges® 0.0.0.0/24
Access
Organizations Search
& RPM HDO

Organizations

Add a User
1. Navigate to the Users drop-down list in the menu ribbon.

2. Select Users.

3. Click +Add in the top right corner. An Add User page displays. Provide the following information:

a. Role: Security Manager

b. Organization: RPM HDO
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First Name: Test

Last Name: User
Username: TestSecManager
Password; *% %% ®xkok k%

Confirm Password: ****# ¥ k%%

Enable User Must Change Password.

Time Zone: America/New York

4. Click Submit.

(} tenable.sC  Dashboard  Resources~  Repositories ¥

Add User

Membership
Role

Organization*

First Name
Last Name
Usemame™®
Password*

Confirm
Password™

User Must
Change
Password

Time Zone~™

Security Manager ~

RPM HDO ~

Test

User

TestSecManager

sssssssssssssssssnnnsne

Organizations

Users =

’ BN

America/New_York ~
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For the lab deployment of Tenable.sc, the engineers instantiated one Nessus scanner in the Security
Services subnet that has access to every subnet in the HDO environment.

Add a Scanner
1. Navigate to the Resources drop-down list in the menu ribbon.
2. Select Nessus Scanners.

3. Click +Add in the top right corner. An Add Nessus Scanner page displays. Fill in the following
information:

a. Name: HDO Scanner

b. Description: Scans the Workstation, Enterprise, HIS, Remote, and Database VLANs
c. Host: 192.168.45.100

d. Port: 8834

e. Enabled: on

f. Type: Password

g. Username: TestSecManager

h. Password: **#***xkxx

4. Click Submit.
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Dashboard

( Jtenable.sc

Add Nessus Scanner

General
Name*

Description

Host*

Port™

Enabled

Verify Hostname

Use Proxy

Authentication

Resources v

Repositories v Organizations

HDO Scanner

Scans the Workstation, Enterprise, HIS,

192.168.45.100

8634

Type Password ~
Usemame* TestSecManager
Password* srssasassasresases

Users v

The engineers created a scan zone for each subnet established on the HDO network. The process to

create a scan zone is the same for each subnet aside from the IP address range.

As an example, the steps for creating the Workstation scan zone are as follows:

Add a Scan Zone

1. Navigate to the Resources drop-down list in the menu ribbon.

2. Select Scan Zones.
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3. Click +Add. An Add Scan Zone page will appear. Provide the following information:
a. Name: Workstations
b. Ranges: 192.168.44.0/24
c. Scanners: HDO Scanner

4, Click Submit.

(\\‘ te nable.sc Dashboard Resources « Repositories «
\_/ €po

Add Scan Zone

General
Name* Workstations
Description

5
Ranges*® 192.168.44.0/24

A
Scanners Search Q

& HDO Scanner

Repeat steps in Add a Scan Zone section for each VLAN.

To fulfil the identified NIST Cybersecurity Framework Subcategory requirements, the engineers utilized
Tenable’s host discovery and vulnerability scanning capabilities. The first goal was to identify the hosts
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on each of the HDO VLANs. Once Tenable identifies the assets, Tenable.sc executes a basic network scan

to identify any vulnerabilities on these assets.

Create Scan Policies

1.

Engineers created a Security Manager account in a previous step when adding users. Log in to
Tenable.sc by using the Security Manager account.

Navigate to the Scans drop-down list in the menu ribbon.
Select Policies.
Click +Add in the top right corner.

Click Host Discovery in the Add Policy page. An Add Policy > Host Discovery page will appear.
Provide the following information:

a. Name: HDO Assets
b. Discovery: Host enumeration
c. Leave the remaining options as their default values.

Click Submit.

( }te nable.sc Dashboard v Solutions Analysis v Scans v Reporting v Assels Worldlow Users v

Add Policy > Host Discovery

setup General

Name* HDO Assets
Report

Description

Tag -

Configuration

General Settings:
Discovery Host enumeration ~ « Always test the local Nessus host
=« Use fast network discovery
Ping hosts using:
« TCP
= ARP
« |CMP (2 refries)
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7. Click +Add in the top right corner.

8. Click Basic Network Scan in the Add Policy page. An Add Policy > Basic Network Scan page

displays.

9. Name the scan HDO Network Scan and leave the remaining options to their default settings.

10. Click Submit.

( \ tenable.SC  Dashboard~  Soluions  Analysisw  Scansv  Reportingy  Assets

Workflow v Users »

& Test User v

Add Policy > Basic Network Scan

Sotup General

Name™ HDO Network Scan
Report

. . Description
Authentication

Configuration
Advanced Default ~

Discovery Port scan (common ports) ~

Performance options:

» 30 simultaneous hosts (max)

+ 4 simultaneous checks per host (max)
+ 5 second network read timeout

General Settings:
* Always test the local Nessus host

4 Back

Create Active Scans

1. Navigate to the Scans drop-down list in the menu ribbon.

2. Select Active Scans.

3. Click +Add in the top right corner. An Add Active Scan page will appear. Provide the following

information for General and Target Type sections.
General
a. Name: Asset Scan
b. Description: Identify hosts on the VLANs
c. Policy: Host Discovery
Targets

a. Target Type: IP/DNS Name
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b. IPs/DNS Names: 192.168.44.0/24, 192.168.40.0/24, 192.168.41.0/24,
192.168.42.0/24, 192.168.43.0/24

4. Click Submit.

() tenable.sc Dashboard » Solutions Analysis = Scans Reporting + Assets Workflow +

_/

Add Active Scan

General General
) Name* Asset Scan

Setlings
Description Identify hosts on the VLANS

Targets

Credentials 7~
Policy™ Host Discovery ~

Post Scan
Schedule

Schedule On Demand #
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( \ tenable.sc BEEEIRS Solutions Analysis Scans v Reporting = Assets Workflow + Users

Add Active Scan

IP /DNS Name ~
General Target Type
. IPs / DNS Names*® 192.168.44.0/24, 192.168.40.0/24, 192.168.41.0/24, 192.168.42.0/24,
Settings 192 168.43 0/24|
Targets
Credentials
Post Scan

Repeat steps in Create Active Scans section for the Basic Network Scan policy. Keep the same value as
defined for Active Scan except the following:

a. Name the scan HDO Network Scan.

b. Set Policy to HDO Network Scan.

After the engineers created and correlated the Policies and Active Scans to each other, they executed
the scans.

Execute Active Scans

1.

5.

6.

Navigate to the Scans drop-down list in the menu ribbon.
Select Active Scans.
Next to HDO Asset Scan click p>.

Navigate to the Scan Results menu option shown at the top of the screen under the menu
ribbon to see the status of the scan.

Click HDO Asset Scan to see the scan results.

Repeat the above steps for HDO Network Scan.

View Active Scan Results in the Dashboard

1.

2.

Navigate to the Dashboard drop-down list in the menu ribbon.

Select Dashboard.
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3.

In the top right, click Switch Dashboard.

4. Click Vulnerability Overview. A screen will appear that displays a graphical representation of the

vulnerability results gathered during the HDO Host Scan and HDO Network Scan.

2.2.1.2 Nessus

Nessus is a vulnerability scanning engine that evaluates a host’s operating system and configuration to

determine the presence of exploitable vulnerabilities. This project uses one Nessus scanner to scan each

VLAN created in the HDO environment to identify hosts and the vulnerabilities associated with those

hosts. Nessus sends the results back to Tenable.sc, which graphically represents the results in
dashboards.

System Requirements

CPU: 4

Memory: 8 GB

Storage: 82 GB

Operating System: CentOS 7

Network Adapter: VLAN 1348

Nessus Installation

1.

2.

Import the OVA file to the virtual lab environment.
Assign the VM to VLAN 1348.

Start the VM and document the associated IP address.

Open a web browser that can talk to VLAN 1348 and navigate to the VM'’s IP address.

Log in using wizard as the Username and admin for the Password.
Create a new admin username and password.
Log in using the new username and password.

a. Username: admin

b. Password; *#*#kkxkx

c. Enable Reuse my password for privileged tasks.
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tenable

Lzer name

admin

Password

Reuse my password for privileged tasks

A Reguirad for admin usage

8. Click Tenable.sc on the left side of the screen.

9. To access Tenable.sc, click the IP address next to the URL field.
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tenable-gyx8j0wp
AR =
== Nessus®
System
@ System Log
Networking
Storage URLs:  https://192.168.45.100:8834
Accounts License: Managed by SecurityCenter
Services
Diagnostic Reports Service Status  Running Stop | | Restart
Terminal
Challenge Code:  683cfc32203a303fccebeadb4f722297a4dceb37
Nessus
Application Version:  8.11.0
Remote Storage
Build ID:  8.11.0
Update Management u

Nessus Configuration

The engineers utilized Tenable.sc to manage Nessus. To configure Nessus as managed by Tenable.sc,
follow Tenable’s Managed by Tenable.sc guide [3].

2.2.2 ldentity Management, Authentication, and Access Control

Identity management, authentication, and access control align with the NIST Cybersecurity Framework
PR.AC category. The engineers implemented capabilities in the HDO to address this control category.
First, they implemented Microsoft Active Directory (AD), then installed a domain controller to establish
an HDO domain. Next, the engineers implemented Cisco Firepower as part of its network core
infrastructure. They used Cisco Firepower to build VLANs that aligned to network zones. Cisco Firepower
also was configured to provide other network services. Details on installation are included in the
following sections.

2.2.2.1 Domain Controller

The engineers installed a Windows Server domain controller within the HDO to manage AD and local
domain name system (DNS) for the enterprise. The following section details how the engineers installed
the services.

Domain Controller Appliance Information
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CPU: 4
Random Access Memory (RAM): 8 GB
Storage: 120 GB (Thin Provision)

Network Adapter 1: VLAN 1327

Operating System: Microsoft Windows Server 2019 Datacenter

Domain Controller Appliance Installation Guide

Install the appliance according to the instructions detailed in Microsoft’s Install Active Directory Domain

Services (Level 100) documentation [4].

Verify Domain Controller Installation

1. Launch Server Manager.

2. Click Tools > Active Directory Domains and Trusts.

Active Directory Administrative Center

Active Directory Domains and Trusts

Active Directory Module for Windows PowerShell
Active Directory Sites and Services

Active Directory Users and Computers

= ADSI Edit
Component Services
Computer Management
Defragment and Optimize Drives
e Disk Cleanup

3. Right-click hdo.trpm.

4. Click Manage.
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ﬂ Active Directory Domains and Trusts
File Action View Help

o= |F E G HE

ﬂ Active Directory Domains and Trust

i3 hdotrom

| Mame

Manage
Raise Domain Functional Level...

Properties

Help

5. Click hdo.trpm > Domain Controllers.

6. Check that the Domain Controllers directory lists the new domain controller.

] Active Directory Users and Computers

File Action View Help
e 2@ 0/XEd=2 BHEIPeETa%h

] Active Directory Users and Computy|| MName Type DC Type Site

> & Saved Queries DC-HDO Computer Default-First-5ite-MName
w fﬂ hdo.trpm

s || Builtin
» | Computers

= | Domain Contrellers
» | ForeignSecurityPrincipals
» [ | Managed Service Accounts

] Users

Configure Local DNS

1. Launch Server Manager.

2. Click Tools > DNS.
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er

Active Directory Administrative Center
Active Directory Domains and Trusts
Active Directory Module for Windows PowerShell
Active Directory Sites and Services

Active Directory Users and Computers

ADSI Edit

Compaonent Services

Computer Management

Defragment and Optimize Drives

Disk Cleanup

DINS

1 services

Event Viewer
Group Policy Management
ISCSI Initiator

3. Click the arrow symbol for DC-HDO.

4. Right-click Reverse Lookup Zones.

5. Click New Zone.... The New Zone Wizard displays.

ﬁ,DNSManager
File Action View Help

% | Fcz HE § 86

2 DNs
v § DC-HDO
| Forward Lookup Zones
| Reverselc = =
= Trust Poin MNew Zone...
~| Condition Refresh
Help

Mame
Eloc-Hpo

6. Click Next >.
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Mew Zone Wizard

Welcome to the New Zone
Wizard

This wizard helps you create a new zone for your DNS
SErVEr,

A zone translates DMS names to related data, such as IP
addresses or network services,

To continue, did Next,

7. Click Primary zone.
8. Check Store the zone in Active Directory.

9. Click Next >.
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Mew Zone Wizard )4

Zone Type
The DMS server supports various types of zones and storage.

Select the type of zone you want to create:

(®) Primary zone
Creates a copy of a zone that can be updated directly on this server.,

() Secondary zone
Creates a copy of a zone that exists on another server. This option helps balance
the processing load of primary servers and provides fault tolerance.

() Stub zone

Creates a copy of a zone containing only Mame Server (MS), Start of Autharity
(504), and possibly glue Host (A) records. A server containing a stub zone is not
authoritative for that zone.

Store the zone in Active Directory (available only if DMS server is a writeable domain
controller)

10. Check To all DNS servers running on domain controllers in this forest: hdo.trpm.

11. Click Next >.
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Mew Zone Wizard

Active Directory Zone Replication Scope
You can select how you want DMS data replicated throughout your netwark,

Select how you want zone data replicated:

{®) To all DNS servers running on domain controllers in this forest: hdo. trpm
(") To all DNS servers running on domain controllers in this domain: hdo. trpm
() To all domain controllers in this domain (for Windows 2000 compatibility): hdo. trpm

To all domain controllers spedified in the scope of this directory partition:

12. Check IPv4 Reverse Lookup Zone.

13. Click Next >.
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Mew Zone Wizard

Reverse Lookup Zone Name
A reverse lookup zone translates IP addresses into DNS names.

addresses,

(@) IPv4 Reverse Lookup Zone

() IPvS Reverse Lookup Zone

Choose whether you want to create a reverse lookup zone for IPv4 addresses or IPvE

Cancel

14. Check Network ID.
15. Under Network ID, type 192.168.

16. Click Next >.
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Mew Zone Wizard

Reverse Lookup Zone Name
& reverse lookup zone translates IP addresses into DMNS names.

To identify the reverse lookup zone, type the netwaork ID or the name of the zone.
(@) Network ID:
|192 168 |

The netwark ID is the portion of the IP addresses that belongs to this zone. Enter the
netwark ID in its normal {not reversed) order.

If you use a zero in the netwark ID, it will appear in the zone name. For example,
network ID 10 would create zone 10.in-addr.arpa, and network ID 10.0 would create
zone 0. 10.in-addr.arpa.

() Reverse lookup zone name:
168.192.in-addr.arpa

17. Check Allow only secure dynamic updates.

18. Click Next >.
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Mew Zone Wizard

Dynamic Update
¥ou can spedfy that this DNS zone accepts secure, nonsecure, ar no dynamic
updates.

Dynamic updates enable DMS dient computers to register and dynamically update their
resource records with a DMS server whenever changes occur,

Select the type of dynamic updates you want to allow:

(®) allow only secure dynamic updates {recommended for Active Directory)
This option is available only for Active Directory-integrated zones.,

() allow both nonsecure and secure dynamic updates
Dynamic updates of resource records are accepted from any dient.

4. This option is a significant security vulnerability because updates can be
“2  accepted from untrusted sources.,

() Do not allow dynamic updates
Dynamic updates of resource records are not accepted by this zone. You must update
these records manually.

19. Click Finish.
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Mew Zone Wizard

Completing the New Zone Wizard

‘fou have successfully completed the Mew Zone Wizard, You
specified the following settings:

Mame:  163.192.in-addr.arpa
Type: Active Directory-Integrated Primary
Lookup type; Reverse

Mote: You should now add records to the zone or ensure
that records are updated dynamically. You can then verify
name resolution using nslookup.

To dose this wizard and create the new zone, dick Finish.

20. Click the arrow symbol for Reverse Lookup Zones.

21. Right-click 168.192.in-addr.arpa.

22. Click New Pointer (PTR)....
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é., DMS Manager

File Action View Help

&% =z Hm i 8&

£ DNS
v F DC-HDO
> [ Forward Lockup Zones
~ || Reverse Lookup Zones
|z 168.192.in-addr.arpa
[ Trust Points
] Conditional Forwarders

MName Type

There are no items to show in this view,

Update Server Data File

Reload

Mew Pointer (PTR)...

Mew Alias (CMNAME)...

MNew Delegation...

Other New Records...

DMSSEC >

All Tasks »

Delete
Refresh

Properties

Help

Create a new pointer resource record.

23. Under Host name, click Browse....
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Mew Resource Record

Pointer (PTR)

Host [P Address:

192.168.

Fully qualified domain name (FQDM):

168.192 in-addr.arpa

Host name:

Browse. .

[ ] Allow any authenticated user to update all DNS records with the same
name. Thig setting applies only to DN5 records for a new name.

OK || Cancel

24. Under Look in, select hdo.trpm.
25. Under Records, select dc-hdo.

26. Click OK.
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Mew Resource Record >
Dt DTy
Browse it
Loak in: 15__‘| hdo. trpm e |£‘||
Records: EJ_., DNS
3 pc+oo
Name || Forward Lookup Zones ! ~
1 _udp B hdo.trpm
|| DomainDns. ..
|| ForestDnsZ...
g{same asp... Host(A) 192.163.40... &/14/2020...
Sl clinicalws  Haost (&) 192.168.44... 8/17/2020...
S dc-hdo Host (A) 192,163.40... static
g OpENMrs Host (A) 192.168.41... &/14/2020... W
Selection: dc-hdo.hdo. trpm
Record types: | Hosts (& or AAAA Recaords) b |
o[ ot |
. 0K || Cancel
27. Click OK.
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Mew Resource Recaord

Fairter (FTR)

Host |P Address:

192.168.40.10|

Fully qualified domain name (FQDMN):

10.40.168.192 in-addr apa

Host name:
dc-hdo hdo trpm | Browse...

[] Allow any authenticated user to update all DNS reconds with the same
name. This setting applies only to DMNS records for a new name.

OK || Cancel
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& DNS Manager - O *

File Action View Help

e’ EXEBEHBm 18

Eﬁ [ENS Name Type Data
v i [?_C_HDO E—I(same as parent folder) Start of Authority (SOA) [4], de-hdo.hdotrpm,, ho..
- ;orwardLLookkupZZones E—I(same as parent folder) Mame Server (N5) de-hde.hdo.trpm.
W -
- _.EV:;; ;;, P p d°”es 192.168.40.10 Pointer (PTR) de-hdo.hdotrpm.
= .192.in-addr.arpa .
3 Trust Points El192.168.41.20 Pointer (PTR) openmrs.hdo.trpm.
| Conditional Forwarders
< >

2.2.2.2 d(isco Firepower

Cisco Firepower consists of two primary components: Cisco Firepower Management Center and Cisco
Firepower Threat Defense (FTD). Cisco Firepower provides firewall, intrusion prevention, and other
networking services. This project used Cisco Firepower to implement VLAN network segmentation,
network traffic filtering, internal and external routing, applying an access control policy, and Dynamic
Host Configuration Protocol (DHCP). Engineers deployed Cisco Firepower as a core component for the
lab’s network infrastructure.

Cisco Firepower Management Center (FMC) Appliance Information

CPU: 4

RAM: 8 GB

Storage: 250 GB (Thick Provision)
Network Adapter 1: VLAN 1327
Operating System: Cisco Fire Linux 6.4.0

Cisco Firepower Management Center Installation Guide

Install the appliance according to the instructions detailed in the Cisco Firepower Management Center
Virtual Getting Started Guide [5].

Cisco FTD Appliance Information

CPU: 8
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RAM: 16 GB

Storage: 48.5 GB (Thick Provision)
Network Adapter 1: VLAN 1327
Network Adapter 2: VLAN 1327
Network Adapter 3: VLAN 1316
Network Adapter 4: VLAN 1327
Network Adapter 5: VLAN 1328
Network Adapter 6: VLAN 1329
Network Adapter 7: VLAN 1330
Network Adapter 8: VLAN 1347
Network Adapter 9: VLAN 1348
Operating System: Cisco Fire Linux 6.4.0

Cisco FTD Installation Guide

Install the appliance according to the instructions detailed in the Cisco Firepower Threat Defense Virtual
for VMware Getting Started Guide in the Deploy the Firepower Threat Defense Virtual chapter [6].

Configure FMC Management of FTD

The Cisco Firepower Threat Defense Virtual for VMware Getting Started Guide’s Managing the Firepower
Threat Defense Virtual with the Firepower Management Center (FMC) chapter covers how we registered
the FTD appliance with the FMC [7].

Once the FTD successfully registers with the FMC, it will appear under Devices > Device Management in
the FMC interface.
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System Help v admin v

Overview Analysis Policies eSUTLER Objects | AMP Intelligence Deploy

1
Device Management NAT VPN w QoS Platform Settings FlexConfig Certificates

Device Management

List of all the devices currently registered on the Firepower Management Center.

View By : | Group | All(1) | Error(1) | Waming (0) | Offline (0) | Normal (0) | Deployment Pending (0) |@ Add - |
-, Search Device

" - :

4 ] Ungrouped (1)

{j) FTD-TRPM FTD for Base, Threat - =
O F D TR 40.101 - Routed VMWare ST (U {2 more...) BefatlTREN & @ R

From the Device Management section, the default routes, interfaces, and DHCP settings can be
configured. To view general information for the FTD appliance, navigate to Devices > Device
Management > FTD-TRPM > Device.
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Overview Analysis Policies

Devices Qelij[Hue

AMP Intelligence

Deploy

, System Help »

Device Management MNAT VPN ¥ Qos Platform Settings FlexConfig Certificates
Cisco Firepower Threat Defense for WMWare
m Routing Interfaces Inline Sets DHCP
General &7 i License &
Name: FTD-TRPM Base: Yes
Transfer Packets: Yes Export-Controlled Y
Es
Features:
Mode: routed
Malware: Yes
Compliance Mode: MNone
Threat: Yes
TLS Crypto No
Acceleration: URL Filtering: Yes
AnyConnect Apex: No
AnyConnect Plus: Mo
AnyConnect VPN N
o
Only:
System @c Health
i Cisco Firepower Threat Status: @
Model: Defense for VMWare
- S Initial Health Policy
Serial: AT 2020-02-26 20:00:53
Time: 2020-08-20 11:58:41 Blacklist: None
Time Zone: UTC (UTC+0:00)
Version: 5.4.0.8
Management & @D
Host: 152.168.40.101
Status: @
Advanced &
Application Bypass: No
Bypass Threshold: 3000 ms

Configure Cisco FTD Interfaces for the RPM Architecture

By default, each of the interfaces is defined as GigabitEthernet and is denoted as 0 through 6.
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1. From Devices > Device Management > FTD-TRPM > Device, click Interfaces.

2. Onthe Cisco FTD Interfaces window, an Edit icon appears on the far right. The first

GigabitEthernet interface configured is GigabitEthernet0/0. Click the Edit icon to configure the
GigabitEthernet interface.

Overview Analysis Policies JEWIL-ER Objects | AMP Intelligence Deploy ), System Helpv admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for VMWare

Device Routing lnaﬂ Inline Sets DHCP
\ Search by name | i Sync Device | | &) Add Interfaces + |

Interface Logical Name Type Security Zones MAC Address (Active/Stan... IP Address
Diagnostic0/0 diagnostic Physical &
GigabitEthernet0/0 Physical 4
GigabitEthernet0/1 Physical &
GigabitEthernet0/2 Physical 4
GigabitEthernet0/3 Physical &
GigabitEthernet0/4 Physical 4
GigabitEthernet0/5 Physical &
GigabitEthernet0/6 Physical &

3. The Edit Physical Interface group box displays. Under the General tab, enter WAN in the Name

field.
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Edit Physical Interface

m IPv4 IPv6é  Advanced Hardware Configuration

Name:

Description:

Mode:

Security Zone:

Interface ID:

MTU:

WAN

1500 (64 - 9000)

Enabled

OK

] Management Only

| ‘ Cancel

4. Under Security Zone, click the drop-down arrow and select New....

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem

62




"0€-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 98484 JO 234 3|qe|IeAe S| uonealjgnd siy L

Edit Physical Interface ? X

m IPv4 IPv6  Advanced Hardware Configuration

Name: WAN Enabled [ Management Only
Description:
Mode: None R
Security Zone: None |" |
None
Interface 1ID:

Clinical-Workstations
MTU: Databases
Enterprise-Services
HIS-Services
Remote-Services
Security-Services

New... | OK | | Cancel

5. The New Security Zone pop-up box appears. Enter WAN in the Enter a name... field.

6. Click OK.
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New Security Zone

Enter a name...

|WAN

7. On the Edit Physical Interface page group box, click the IPv4 tab.
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Edit Physical Interface

m IPv4 IPv6  Advanced Hardware Configuration

Name: WAN
Description:

Mode: None ~
Security Zone: WAN |v |
Interface ID: GigabitEtherneta/a

MTU: 1500 (64 - 9000)

Enabled [ Management Only

0K | | Cancel

8. Fill out the following information:
a. IP Type: Use Static IP
b. IP Address: 192.168.4.50/24

c. Click OK.
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General lizl IPvé  Advanced Hardware Configuration

Edit Physical Interface ?

IP Type: Use Static IP b

IP Address: eg. 192.0.2.1/255.255.255.128 or
192.168.4.50/24 192.0.2.1/25

OK || Cancel

9. Configure each of the other GigabitEthernet interfaces following the same pattern described

above, populating the respective IP addresses that correspond to the appropriate VLAN. Values

for each VLAN are described below:
a. GigabitEthernet0/0 (VLAN 1316)
i. Name: WAN
ii. Security Zone: WAN
iii. 1P Address: 192.168.4.50/24
b. GigabitEthernet0/1 (VLAN 1327)
i. Name: Enterprise-Services
ii. Security Zone: Enterprise-Services
iii. 1P Address: 192.168.40.1/24
c. GigabitEthernet0/2 (VLAN 1328)

i. Name: HIS-Services
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ii. Security Zone: HIS-Services
iii. IP Address: 192.168.41.1/24
d. GigabitEthernet0/3 (VLAN 1329)
i. Name: Remote-Services
ii. Security Zone: Remote-Services
iii. IP Address: 192.168.42.1/24
e. GigabitEthernet0/4 (VLAN 1330)
i. Name: Databases
ii. Security Zone: Databases
iii. IP Address: 192.168.43.1/24
f. GigabitEthernet0/5 (VLAN 1347)
i. Name: Clinical-Workstations
ii. Security Zone: Clinical-Workstations
iii. 1P Address: 192.168.44.1/24
g. GigabitEthernet0/6 (VLAN 1348)
i. Name: Security-Services
ii. Security Zone: Security-Services
iii. 1P Address: 192.168.45.1/24
10. Click Save.

11. Click Deploy. Verify that the interfaces have been configured properly. Selecting the Devices tab,
the Device Management screen displays the individual interfaces, assigned logical names, type
of interface, security zone labeling, and assigned IP address network that corresponds to the
VLANSs that are assigned per security zone.
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Overview Analysis Policies JEWILER Objects | AMP Intelligence Deploy , System Helpv admin ¥

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for VMWare

Device Routing lnaﬂ Inline Sets DHCP
\ Search by name | .%‘ Sync Device | | &) Add Interfaces v |

Interface Logical Name Type Security Zones MAC Address (Active/Stan... IP Address
Diagnostic0/0 diagnostic Physical y
GigabitEthernet0/0 WAN Physical WAN 192.168.4.50/24(Static) y
GigabitEthernet0/1 Enterprise-Servi..  Physical Enterprise-Servi... 192.168.40.1/24(Static) &
GigabitEtherneto/2 HIS-Services Physical HIS-Services 192.168.41.1/24(Static) &
GigabitEthernet0/3 Remote-Services Physical Remote-Services 192.168.42.1/24(Static) &
GigabitEthernet0/4 Databases Physical Databases 192.168.43.1/24(Static) &
GigabitEthernetd/5 Clinical-Worksta... ~ Physical Clinical-Worksta... 192.168.44.1/24(Static) &
GigabitEthernet0/6 Security-Services  Physical Security-Services 192.168.45.1/24(Static) &

Configure Cisco FTD DHCP

1. From Devices > Device Management > FTD-TRPM > Interfaces, click DHCP.

2. Click the plus symbol next to Primary DNS Server.

Overview Analysis Policies STl Objects | AMP Intelligence Deploy

Device Management MNAT VPN v Qos Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for WMWare

Device Routing Interfaces Inline Sets m

» DHCP Server
DHCP Relay
DDNS

Ping Timeout 50
Lease Length 3600

Auto-Configuration [l

Override Auto Configured Settings:

Domain Name

Primary DMNS Server w @ Primary WINS Server

Secondary DNS Server W @ Secondary WINS Server

3. The New Network Object pop-up window appears. Fill out the following information:
a. Name: Umbrella-DNS-1

b. Network (Host): 192.168.40.30
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4. Click Save.

New Network Object ?

Name Umbrella-DNS-1

Description

Network @ Host (O Range (O Network () FQDN
192.168.40.30

Allow Overrides [ ]

Save I | Cancel

5. Click the plus symbol next to Secondary DNS Server.

6. The New Network Object pop-up window appears. Fill out the following information:
a. Name: Umbrella-DNS-2
b. Network (Host): 192.168.40.31

7. Under Domain Name, add hdo.trpm.

8. Click Add Server.

Overview Analysis Policies MYl Objects | AMP Intelligence

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for VMWare

Device Routing Interfaces Inline Sets m

» DHCP Server
DHCP Relay
DDNS

Ping Timeout 50

Lease Length 3600

Auto-Configuration ]

Interface

Override Auto Configured Settings:

Domain Name hdo.trpm

Primary DNS Server Umbrella-DNS-1 v Q Primary WINS Server v Q

Secondary DNS Server Umbrella-DNS-2 v g) Secondary WINS Server v @

9. The Add Server pop-up window appears. Fill out the following information:

a. Interface: Enterprise-Services
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b. Address Pool: 192.168.40.100-192.168.40.254

c. Enable DHCP Server: checked

10. Click OK.
Add Server X
Interface* Enterprise-Services v
Address Pool* 192.168.40.100-192.168.¢
Enable DHCP Server

OK Cancel

11. Add additional servers by following the same pattern described above, populating the

respective Interface and Address Pool, and check the Enable DHCP Server that corresponds to

the appropriate server. Values for each server are described below:

a. Interface: Enterprise-Services
i. Address Pool: 192.168.40.100-192.168.40.254
ii. Enable DHCP Server: checked

b. Interface: HIS-Services
i. Address Pool: 192.168.41.100-192.168.41.254
ii. Enable DHCP Server: checked

c. Interface: Remote-Services
i. Address Pool: 192.168.42.100-192.168.42.254
ii. Enable DHCP Server: checked

d. Interface: Databases
i. Address Pool: 192.168.43.100-192.168.43.254
ii. Enable DHCP Server: checked

e. Interface: Clinical-Workstations

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem

70




"0€-008T"dS’ LSIN/8Z09°0T/840°10p//:s011y :woJy 984eyd Jo 9344 d|qe|ieAe s uoiedlgnd sty

i. Address Pool: 192.168.44.100-192.168.44.254
ii. Enable DHCP Server: checked
f. Interface: Security-Services
i. Address Pool: 192.168.45.100-192.168.45.254
ii. Enable DHCP Server: checked
12. Click Save.

13. Click Deploy. Verify that the DHCP servers have been configured properly. Select the Devices
tab and review the DHCP server configuration settings. Values for Ping Timeout and Lease
Length correspond to default values that were not altered. The Domain Name is set to
hdo.trpm, with values that were set for the primary and secondary DNS servers. Below the DNS
server settings, a Server tab displays the DHCP address pool that corresponds to each security
zone. Under the Interface heading, view each security zone label that aligns to the assigned
Address Pool and review that the Enable DHCP Server setting appears as a green check mark.
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Overview Analysis Policies QSUGGER Objects | AMP  Intelligence Deploy

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for WMWare

Device Routing Interfaces Inline Sets m

» DHCP Server

Ping Timeout 50
DHCP Relay
Lease Length
DDNS g 3600
Auto-Configuration J
Interface

Owerride Auto Configured Settings:

Domain Mame hda.trpm

Primary DNS Server Umbrella-DNS-1 W @ Primary WINS Server

Secondary DNS Server Umbrella-DNS-2 w @ Secondary WINS Server
m Advanced

Interface Address Pool Enable DHCP Server

Enterprise-Services 192.168.40.100-192,168.40.254 I

HIS-Services 192.168.41.100-192,168.41.254 LY

Remote-Services 152.168.42.100-1592,1658.42.254 LY

Databases 192.168.43.100-192,168.43.254 o

Clinical-Workstations 192,168.44.100-192,168.44.254 o

Configure Cisco FTD Static Route

1. From Devices > Device Management > FTD-TRPM > DHCP, click Routing.

2. Click Static Route.
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Overview Analysis Policies IEYEEEN Objects | AMP Intelligence

Device Management NAT VPN v QoS Platform Settings FlexConfig

FTD-TRPM

Cisco Firepower Threat Defense for VMWare

m Interfaces Inline Sets DHCP

» OSPF
OSPFv3 D Process 1
RIP
- (IBGP
E] Process 2

Static Route
- ) Multicast Routing

Redistribution InterArea Filter Rule

OSPF... Area ... Area... Netw... Optio... |

Click Add Route.

Overview Analysis Policies o EUTS-8 Objects AMP Intelligence ), System Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD'TRPM You have unsaved changes

Cisco Firepower Threat Defense for VMWare

m Interfaces Inline Sets DHCP

OSPF | & Add Route |
OSPFV3
Network Interface G Ti led Metric Tracked
RIP
JBGP ¥ IPv4 Routes

» Static Route

* ) Multicast Routing T M

The Add Static Route Configuration pop-up window appears. Fill out the following information:
a. Interface: WAN

b. Selected Network: any-ipv4
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5. Click the plus symbol next to Gateway.

Add Static Route Configuration
Type: ® 1pvda O IPve

Interface* WAN

Available Network % (%]

| 4, Search |

;'-;l any-ipv4 -
9 Cisco-FMC

& Cisco-SFC

&8 Cisco-SMC

5-___1 Clinical-Workstations

a-___l Databases

5-_-_1 Enterprise-Services

=2 HDO-Domain-Controller

Gateway*

Metric: 1
Tunneled: U (Used only for default Route)

Route Tracking:

Selected Network

a-___l any-ipv4d m

| OK | | Cancel

6. The New Network Object pop-up window appears. Fill out the following information:

a. Name: HDO-Upstream-Gateway
b. Network (Host): 192.168.4.1

7. Click Save.
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New Network Object ? X
Name | HDO-Upstream-Gateway
Description
Network (@ Host () Range () Network () FQDN
192.168.4.1 |
Allow Overrides |
Save ] [ Cancel

8. Click OK.
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Add Static Route Configuration ? X

Type: ® 1Pvda O 1PV

Interface* WAN bl

Available Network €% O Selected Network

| |, Search | i=,-£any—ipv4 O
;;i any-ipv4
8 Cisco-FMC

&8 Cisco-SFC

58 Cisco-SMC

_?.21 Clinical-Workstations

:;i Databases

:;i Enterprise-Services

521 HDO-Domain-Controller

:;i HDO-Upstream-Gateway -

Gateway* HDO-Upstream-Gateway v ©
Metric: 1
Tunneled: U (Used only for default Route)
Route Tracking: v 9
OK || Cancel |
9. Click Save.

10. Click Deploy. Verify that the static route has been set correctly. From Devices, when selecting
the Routing tab, the Static Route will indicate the network routing settings. The screen displays
the static route settings in a table format that includes values for Network, Interface, Gateway,
Tunneled, and Metric. The static route applies to the IP addressing that has been specified,
where network traffic traverses the interface. Note the Gateway value. The Tunneled and
Metric values display the default value.
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Overview Analysis Policies ST N Objects AMP Intelligence ,, System Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD-TRPM

Cisco Firepower Threat Defense for VMWare

m Interfaces Inline Sets DHCP

OSPF | & Add Route |
OSPFv3 .
Network Interface Gateway Tunneled Metric Tra...
RIP
] BGP ¥ IPv4 Routes

» Static Route any-ipv4 WAN HDO-Upstream-Gateway false 1 & 8
(| Multicast Routing
¥ IPv6 Routes

Configure Cisco FTD Network Address Translation (NAT)

1. Click Devices > NAT.

2. Click New Policy > Threat Defense NAT.

Overview Analysis Policies g0 Objects | AMP Intellige

Device Management NAT VPN v QoS Platform Settings Flex

[ =2 New Policy ]

‘ NAT Policy ‘ Device Type ‘ Status Firepower NAT

, Threat Defense NAT
TOnRA RAT Tlwmnt Cof Targeting

3. The New Policy pop-up window appears. Fill out the following information:
a. Name: TRPM NAT
b. Selected Devices: FTD-TRPM

4. Click Save.
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New Policy ? X

Name: ‘_TRPM NAT
Description:

Targeted Devices

Select devices to which you want to apply this policy.

Available Devices Selected Devices
4, Search by name or value -_éi'lFI'D—TRPM L:j

== FTD-TRPM

Add to Policy

Save ] [ Cancel ]

5. Click the edit symbol for TRPM NAT.

Overview Analysis Policies YIS0 Objects | AMP Intelligence Deploy ,, System Help ¥ admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

Targeting 1 devices [:J a, o

TRPM NAT Threat Defense Up-to-date on all targeted devices

6. Click Add Rule.
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Overview Analysis Policies eE\YI<-C0 Objects | AMP Intelligence System Help ¥ admin v

Device Management NAT VPN ¥ QoS Platform Settings FlexConfig Certificates Q
TRPM NA
Enter Description

|_—‘ Policy Assignments (1)

E8 Filter by Device | O Add Rule

7. The Edit NAT Rule pop-up window appears. Under Interface Objects, fill out the following
information:

a. NAT Rule: Auto NAT Rule

b. Type: Dynamic

c. Source Interface Objects: Enterprise-Services
d. Destination Interface Objects: WAN

8. Click Translation.

Edit NAT Rule ? X
NAT Rule: Auto NAT Rule M
Type: Dynamic v ‘
G ER TR Translation  PAT Pool  Advanced
Available Interface Objects & Source Interface Objects (1) Destination Interface Objects (1)
§, Search by name | +aw Enterprise-Services B saw WAN o

saw Clinical-workstations
.o Databases

<o Enterprise-Services
saw HIS-Services

aw Remote-Services
iow Security-Services

saw WAN

| oK || Cancel |

9. Under Translation, fill out the following information:
a. Original Source: Enterprise-Services
b. Translated Source: Destination Interface IP

10. Click OK.
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Edit NAT Rule

NAT Rule:

Type:

Original Packet

Original Source:*

Original Port:

Tk v

Dynamic v |

Interface Objects lﬁam PAT Pool  Advanced

Translated Packet

Enterprise-Services v @ Translated Source:

Destination Interface IP v

{§ The values selected for Destination Interface
Objects in 'Interface Objects' tab will be used

oK Cancel

11. Create additional rules following the same pattern described above, populating the respective
information for each rule. Values for each rule are described below:

a. HIS-Services

vi.

NAT Rule: Auto NAT Rule

Type: Dynamic

Source Interface Objects: HIS-Services
Destination Interface Objects: WAN
Original Source: HIS-Services

Translated Source: Destination Interface IP

b. Remote-Services

Vvi.

NAT Rule: Auto NAT Rule

Type: Dynamic

Source Interface Objects: Remote-Services
Destination Interface Objects: WAN
Original Source: Remote-Services

Translated Source: Destination Interface IP
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c. Databases

iv.

V.

Vi.

NAT Rule: Auto NAT Rule

Type: Dynamic

Source Interface Objects: Databases
Destination Interface Objects: WAN
Original Source: Databases

Translated Source: Destination Interface IP

d. Clinical-Workstations

iv.

V.

Vi.

NAT Rule: Auto NAT Rule

Type: Dynamic

Source Interface Objects: Clinical-Workstations
Destination Interface Objects: WAN

Original Source: Clinical-Workstations

Translated Source: Destination Interface IP

e. Security-Services

iv.

V.

Vi.

12. Click Save.

NAT Rule: Auto NAT Rule

Type: Dynamic

Source Interface Objects: Security-Services
Destination Interface Objects: WAN
Original Source: Security-Services

Translated Source: Destination Interface IP

13. Click Deploy. Verify the NAT settings through the Devices screen. The NAT rules are displayed in
a table format. The table includes values for Direction of the NAT displayed as a directional
arrow, the NAT Type, the Source Interface Objects (i.e., the security zone IP networks), the
Destination Interface Objects, the Original Sources (i.e., these addresses correspond to the IP
network from where the network traffic originates), the Translated Sources, and Options. The
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settings indicate that IP addresses from the configured security zones are translated behind the
Interface IP address.

Overview Analysis Policies IR Objects | AMP Intelligence

Deploy

2

System Help v

admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates
TRPM NAT
Ent ption
L—‘ Policy Assignments (1)
#8 Filter by Device | 1O Add Rule
r Original Packet D) rTransIaled Packel\
# Direction Type Source Destination Original 0.. O.. Translated T.. T.. Options
Interface Objects Interface Objects Sources D.. S.. Sources D.. S..
¥ NAT Rules Before
¥ Auto NAT Rules
% » Dynamic s Enterprise-Services o WAN \58 Enterprise-Services @@ Interface @@ Dns:false o7 [§
# » Dynamic =, HIS-Services o WAN (58 HIS-Services &% Interface @@ Dns:false 7 [§
# » Dynamic .= Remote-Services o WAN 5= Remote-Services @@ Interface @@ Dns:ifalse 7 [
PR Dynamic .2, Databases L5 WAN 5 Databases ) Interface @@ Dnsifalse 7 [
# - Dynamic 2, Clinical-Workstations 5 WAN =2 Clinical-Workstations @ Interface @@ Dns:false 7
# » Dynamic %, Security-Services 5 WAN 5 Security-Services @ Interface @@ Dns:false 7
¥ NAT Rules After

Configure Cisco FTD Access Control Policy

1. Click Polices > Access Control > Access Control.

2. Click the edit symbol for Default-TRPM.

Overview Analysis JCIIS=E0 Devices Objects | AMP Intelligence

System Help v

admin v

Default-TRPM

Access Control » Access Control Network Discovery Application Detectors Correlation

Deploy ),

Actions v

Access Control Policy Status Last Modified

Targeting 1 devices 2020-08-19 10:50:23
Up-to-date on all targeted devices Modified by "admin"

Object Management Intrusion Network Analysis Policy DNS Import/Export

) New Policy

hiEs a

3. Click Add Category.

Overview Analysis QI Devices Objects | AMP Intelligence

Deploy ,

System Help v

T

Access Control » Access Control Network Discovery Application Detectors Correlation

Enter D ption

Prefilter Policy: Default Prefilter Policy SSL Policy: None

m Security Intelligence HTTP Responses  Logging  Advanced

Default-TRPM You have unsaved changes

Actions v

Analyze Hit Counts | | B Save ]@ Cancel |

-E Inheritance Settings | L—‘ Policy Assignments (1)

Identit
Policy:

@#8 Filter by Device [_I Show Rule Conflicts & &) Add Category ) Add Rule

Search Rules
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4. Fill out the following information:
a. Name: Security Services

b. Insert: into Mandatory

5. Click OK.
Add Category A
Name: Security-Serviced
Insert: into Mandatory V |

OK I | Cancel

6. Repeat the previous steps of Add Category section for each network segment in the
architecture.

7. Click Add Rule.

Overview Analysis QI Devices Objects | AMP Intelligence Deploy ), System Help ¥ admin ¥

Access Control » Access Control Network Discovery Application Detectors Correlation Actions v

Defau|t_TRPM You have unsaved changes Analyze Hit Counts | | B Save ] £ cancel |

Enter Description

Prefilter Policy: Default Prefilter Policy. SSL Policy: None Ldenti
Policv:

-E Inheritance Settings | L—‘ Policy Assignments (1)

m Security Intelligence HTTP Responses  Logging  Advanced
@& Filter by Device [_I Show Rule Conflicts ) &) Add Category &) Add Rule | Search Rules

8. When the Add Rule screen appears, fill out the following information:
a. Name: Nessus-Tenable
b. Action: Allow
c. Insert: into Category, Security Services

d. Under Networks, click the plus symbol next to Available Networks and select Add
Object.
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Add Rule

Name |Nessus-Tenable

Action |« Allow

Enabled Insert |into Category ¥ | |Security-Services 5

v

. o8 T

m VLAN Tags .= Users Applications Ports URLs SGT/ISE Attributes Inspection Logging Comments

Available Networks &

(+] Source Networks (0)

Destination Networks (0)

| -\, Search by name or value

m Geolocation
’é any

é any-ipvd

ég any-ipvo

&8 Cisco-FMC

&8 Cisco-SFC

&8 Cisco-SMC

g;l Clinical-Workstations

E Databases

é Enterprise-Services

© Add Group

a

- Enter an IP address | l Add ] |Enteran 1P address | I Add ]

I Add ] [ Cancel |

9. When the New Network Object pop-up window appears, fill out the following information:

a. Name: Tenable.sc

b. Network (Host): 192.168.45.101

10. Click Save.

New Network Object

Allow Overrides [ ]

Name Tenable.sc
Description
Network ® Host

(O Range (O Network C FQDN

192.168.45.101

l Save ] l Cancel ]

11. In the Add Rule screen, under the Networks tab, set Destination Networks to Tenable.sc.

12. Click Ports.
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Add Rule

Name |Nessus-Tenable

Action |« Allow

Enabled

v

o8 T

m VLAN Tags .. Users Applications Ports URLs SGT/ISE Attributes

Insert |into Category ¥ | |Security-Services ). 24

Inspection

Logging Comments

Available Networks &

| 4, Search by name or value

58 IPv6-Link-Local

a-;‘ RDP-Jumpbox
;éJ_ Remote-Services
é Security-Services
g Tenable.sc

=8 Umbrella-DNS-1
%2 umbrella-DNS-2

é IPv6-to-IPv4-Relay-Anycast

Geolocation

g IPv6-Private-Unique-Local-Addresses

Add To
Source
Networks

Q Source Networks (0)

Original Client

Destination Networks (1)

:ii Tenable.sc

= Enter an IP address

| [ Add l |Enter an IP address

| [

[

Add I l Cancel |

13. In the Add Rule screen, under the Ports tab, set Selected Destination Ports to 8834.

14. Click Add.

Add Rule

Name | Nessus-Tenable

Action ¢ Allow

Enabled

ot 28 T

Zones  Networks VLAN Tags . Users Applications m URLs  SGT/ISE Attributes

Insert |into Category ” Security-Services P

Inspection

Logging  Comments

Available Ports &

o Selected Source Ports (0)

| -, Search by name or value

& noL

j" Bittorrent

#° DNS_over_TCP
#° DNS_over_UDP
FFP

F HTTP

#° HTTPS

& MAP

& Lbap

#° NFSD-TCP

Selected Destination Ports (1)

&’ All:8834

Protocol

l

Add ] l Cancel ]

15. Repeat the previous steps for any network requirement rules if necessary.

16. Click Save.

17. Click Deploy.

2.2.3 Security Continuous Monitoring

The project team implemented a set of tools that included Cisco Stealthwatch, Cisco Umbrella, and
LogRhythm to address security continuous monitoring. This practice guide uses Cisco Stealthwatch for
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NetFlow analysis. Cisco Umbrella is a service used for DNS-layer monitoring. The LogRhythm tools
aggregate log file information from across the HDO infrastructure and allow behavioral analytics.

2.2.4 Cisco Stealthwatch

Cisco Stealthwatch provides network visibility and analysis through network telemetry. This project
integrates Cisco Stealthwatch with Cisco Firepower, sending NetFlow directly from the Cisco FTD
appliance to a Stealthwatch Flow Collector (SFC) for analysis.

Cisco Stealthwatch Management Center (SMC) Appliance Information

CPU: 4

RAM: 16 GB

Storage: 200 GB (Thick Provision)
Network Adapter 1: VLAN 1348
Operating System: Linux

Cisco SMC Appliance Installation Guide

Install the appliance according to the instructions detailed in the Cisco Stealthwatch Installation and
Configuration Guide 7.1 [8].

Cisco SFC Appliance Information

CPU: 4

RAM: 16 GB

Storage: 300 GB (Thick Provision)
Network Adapter 1: VLAN 1348
Operating System: Linux

Cisco SFC Appliance Installation Guide

Install the appliance according to the instructions detailed in the Cisco Stealthwatch Installation and
Configuration Guide 7.1 [8].

Accept the default port value 2055 for NetFlow.

Configure Cisco FTD NetFlow for Cisco SFC

1. Click Objects > Object Management > FlexConfig > Text Object.
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2. Inthe search box, type netflow.

3. Click the edit symbol for netflow_Destination.

Overview Analysis

Object Management
Text Object

A Uiy List
4 E’i Distinguished Name
[£3] Individual Objects
& Object Groups
(@ DNS Server Group
File List
4 5 FlexConfig
2 FlexConfig Object
LA Text Object
. Geolocation

Policies Devices ol:j[X4<8 AMP Intelligence Deploy

Intrusion Rules

-

System Help v

admin v

[ ©Add Text Object | | , netflow

Name Value | Type

netflow_Destination System Defined

netflow_Event_Types all System Defined
1

netflow_Parameters 0 System Defined
30

‘ Override
(V]
(~]

©

Text objects define free-form text strings that you use as variables in a FlexConfig object. These objects can have single values or be a list of multiple values.

[

[

4. When the Edit Text Object pop-up window appears, fill out the following information:

a. Count: 3

b. 1:Security Services

c. 2:192.168.45.31

d. 3:2055

e. Allow Overrides: checked

5. Click Save.
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Edit Text Object

-

2. destination

Variable Type | Multiple v Count

Name: netflow_Destination
Description: | This variable defines a single NetFlow export destination.
1. interface

3. port <1-65535> UDP port number

1 Security-Services
2 192.168.45.31
3 2055

Allow Overrides

6. Click the edit symbol for netflow_Event_Types.
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Overview Analysis Policies Devices JelSlall | AMP Intelligence Deploy ,, System Help v admi

Object Management Intrusion Rules

Text Object [ ©Add Text Object | [ 4 netflow ]

Text objects define free-form text strings that you use as variables in a FlexConfig object. These objects can have single values or be a list of multiple values

& ConunILy List .
4 & Distinguished Name “

=3 Individual Objects Security-Services )
- . netflow_Destination 192.168.45.31 System Defined © &

', Object Groups

- 1 P 2055

() DNS Server Group )
File List netflow_Event_Types all System Defined @ &
4 G FlexConfig 1 )
;y FlexConfig Object netflow_Parameters go System Defined © &

(€A Text Object

Geolocation

7. When the Edit Text Object pop-up window appears, fill out the following information:
a. Count:1
b. 1:All
c. Allow Overrides: checked

8. Click Save.
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Edit Text Object ?
Name:
Description:
Variable Type Multiple v Count 1 c
1 all

Allow Overrides

Override (0) v

Save l | Cancel

9. Click Devices > FlexConfig.

10. Click New Policy.

Overview Analysis Policies U0 Objects | AMP Intelligence System Help v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

[ (&) New Policy

)

11. When the New Policy screen appears, fill out the following information:
a. Name: FTD-FlexConfig
b. Selected Devices: FTD-TRPM

12. Click Save.
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New Policy ? X

Name: FTD-FlexConfig
Description:

Targeted Devices

Select devices to which you want to apply this policy.

Available Devices Selected Devices
-, Search by name or value 3-'-;1 FTD-TRPM |
FTD-TRPM

Add to Policy

l Save I | Cancel ]

13. Click the edit symbol for FTD-FlexConfig.

Overview Analysis Policies SIS Objects | AMP Intelligence System Help v admin v

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates Q
— 2

[ @ New Policy ]

Targeting 1 devices 2020-06-09 09:54:04 E;J o
Up-to-date on all targeted devices Modified by "admin" ¢ O

FTD-FlexConfig

14. Under the Devices tab, select Netflow_Add_Destination and Netflow_Set_Parameters.

15. Click the right-arrow symbol to move the selections to the Selected Append FlexConfigs
section.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 91



"0€-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 98484 JO 234 3|qe|IeAe S| uonealjgnd siy L

Overview Analysis Policies MEY(SEN Objects | AMP Intelligence Deploy ), System Help v admin ¥

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

FTD_ Flexconﬁg You have unsaved changes Preview Config | | B Save ] Lo Cancel |
Enter Description

[#] Policy Assignments (1)

Available FlexConfig & () FlexConfig Object ™| Selected Prepend FlexConfigs

x #. Name Description

T Inspect_IPv6_UnContigure N
[Z1 181S_Configure

[-1 1SIS_Interface_Configuration

m ISIS_Unconfigure

U ISIS_Unconfigure_All

F Netflow_Add_Destination

ﬂ Netflow_Clear_Parameters

D Netflow_Delete_Destination

D Netflow_Set Parameters
™) NGFW_TCP_NORMALIZATION [ Selected Append FlexConfigs

[Z] Policy_Based_Routing # Name Description

U Policy_Based_Routing_Clear
lf\ Sysopt_AAA_radius

D Sysopt_AAA_radius_negate

16. Click Save.

17. Click Deploy. From the Devices screen, verify the FlexConfig settings. Select the FlexConfig tab.
The NetFlow configurations appear in the lower right of the screen as a table. Under Selected
Append FlexConfigs, the table includes columns labeled # that corresponds to the number of
configurations that have been made: Name and Description.
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Overview Analysis Policies JMEYEEEN Objects

AMP Intelligence

Deploy System Help ¥ admin v

Device Management NAT VPN » QoS

FTD-FlexConfig

Enter Description

Available FlexConfig & @ FlexConfig Object

X

T | Inspect_IPv6_UnConfigure A
[T ISIS_Configure

p 1SIS_Interface_Configuration
t] 1SIS_Unconfigure

t] ISIS_Unconfigure_All

F Netflow_Add_Destination

t] Netflow_Clear_Parameters
D Netflow_Delete_Destination
F Netflow_Set_Parameters

t] NGFW_TCP_NORMALIZATION
[-] Policy_Based_Routing

D Policy_Based_Routing_Clear
p Sysopt_AAA_radius

D Sysopt_AAA_radius_negate
p Sysopt_basic

Platform Settings

FlexConfig Certificates

™| Selected Prepend FlexConfigs

# Name

[7] selected Append FlexConfigs

# Name

1. Netflow_Set_Parameters

e Netflow_Add_Destination

2

Preview Config || B Save ]LQ Cancel I

L.—‘ Policy Assignments (1)

Description

Description
Set global parameters for ... L8

Create and configure a Net... 4 [j

Create a Custom Policy Management Rule

1. Click Configure > Policy Management.

'é'l's'c'[;‘ Stealthwatch

Dashboards Monitor Analyze

Security Insight Dashboard | Ins

Alarming Hosts @

Concern Index Target Index Recon C&cC Exploi

Jobs Configure

Network Classification

Host Group Management

Applications

Policy Management

itation DD0S SOUNCt—sooo—argee—aoves

e @ e Desktop Client

Deploy

Exfiltration Policy Violati... Anomaly

2. Click Create New Policy > Role Policy.
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cisco

il Siealthwatch

e @ @ Desktop Client

Dashboards Monitor Analyze Jobs Configure Deploy
—
Policy Management
Search fora hostors... =
Custom Events (5) Relationship Events (352) Core Events (437) @ Create New Policy v

Custom Security Event
Relationship Policy

EVENT EVENTTY... POLICY NAME POLICY TYPE @ HOSTS WHEN HC Role PO

ole Policy

Ex. Anom... ~ Ex. C... v Ex. Outsi... ~ Ex. Role v Ex. On +,
Single Host Policy

Addr Sran/tcn Securitu Eir 11 m NAT Gatewaw

3. Give the policy a name and description.
4. Under Host Groups, click the plus symbol.

NAME *

Outside Recon

HOST GROUPS

+

Policy Management | Role Policy

DESCRIPTION

Cancel Save

Actions v

Raise alarm if selected hosts perform recon-like behavior

IP ADDRESS OR RANGE

5. Under Outside Hosts, select Eastern Asia and Eastern Europe.

6. Click Apply.
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v Outside Hosts
[ 3 Authorized External DNS Servers
Content Networks

v Countries
Africa

Americas

v Asia

Central Asia
@ Eastern Asia
South-Eastern Asia

Southern Asia

v Vv v v v

Western Asia

v Europe
@ Eastern Europe

v

Europe Proxy
Northern Europe
Southern Europe
Western Europe
Oceania
Other
Custom Reputation List

) Trusted Internet Hosts

o

7. Under Core Events, click Select Events.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem



"0€-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 98484 JO 234 3|qe|IeAe S| uonealjgnd siy L

Policy Management | Role Policy

NAME *

Outside Recon

HOST GROUPS

+ Eastern Asia X | Eastern Europe X

Core Events (0)

You must select at least one event before saving this policy.

Cancel

DESCRIPTION

Raise alarm if selected hosts perform recon-like behavior

IP ADDRESS OR RANGE

Actions v

Select Events

Click here to select events.

8. Select Recon.
9. Click Apply.
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[] Anomaly

[[] Command & Control

[[] Data Exfiltration

[[] Data Hoarding

[] Exploitation

[[] High Concern Index

[[] High DDoS Source Index
[[] High DDoS Target Index
[[] High Target Index

[[] Policy Violation

Recon

o

10. Under Core Events > Recon > When Host is Source, select On + Alarm.
11. Click the expand arrow next to Recon.

EVENT EVENT TYPE WHEN HOST IS SOURCE WHEN HOST IS TARGET ACTIONS

Ex. Anomaly v Ex. Category v Ex. On + Alarm v Ex. On + Alarm v

Recon Category Off “ NA
Off
On

12. Select Behavioral and Threshold.
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Core Events (1)

EVENT EVENT TYPE

Ex. Anomaly v Ex. Category

Recon Category

(®) Behavioral and Threshold
() Threshold Only

Tolerance 95 /100

Select Events

WHEN HOST IS SOURCE WHEN HOST IS TARGET ACTIONS

Ex. On + Alarm v Ex. On + Alarm v

On + Alarm

This is a category event made up of the following security events: @

Addr_Scan/tcp, Addr_Scan/udp, Bad_Flag_ACK, Bad_Flag_All, Bad_Flag_NoFlg, Bad_Flag_RST, Bad_Flag_Rsrvd,
Bad_Flag_SYN_FIN, Bad_Flag_URG, Flow_Denied, High SMB Peers, ICMP_Comm_Admin, ICMP_Dest_Host_Admin,
ICMP_Dest_Host_Unk, ICMP_Dest_Net_Admin, ICMP_Dest_Net_Unk, ICMP_Host_Unreach, ICMP_Net_Unreach,
ICMP_Port_Unreach, ICMP_Src_Host_lsolated More(12)

Never trigger alarm when less than: 32K points in 24 hours
Always trigger alarm when greater than: 1 G points in 24 hours
13. Click Save.
Policy Management | Role Policy
Actions v
NAME * DESCRIPTION

QOutside Recon

HOST GROUPS

Rl Eastern Europe X | Eastern Asia X

Core Events (1)

EVENT EVENT TYPE

Ex. Anomaly v Ex. Category v

Recon Category

Raise alarm if selected hosts perform recon-like behavior

IP ADDRESS OR RANGE

Select Events

WHEN HOST IS SOURCE WHEN HOST IS TARGET ACTIONS
Ex. On + Alarm v Ex. On + Alarm v
On + Alarm v NA
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2.2.4.1 Cisco Umbrella

Cisco Umbrella is a cloud service that provides protection through DNS-layer security. Engineers
deployed two Umbrella virtual appliances in the HDO to provide DNS routing and protection from
malicious web services.

Cisco Umbrella Forwarder Appliance Information

CPU: 1

RAM: 0.5 GB

Storage: 6.5 GB (Thick Provision)
Network Adapter 1: VLAN 1327
Operating System: Linux

Cisco Umbrella Forwarder Appliance Installation Guide

Install the appliance according to the instructions detailed in Cisco’s Deploy VAs in VMware guidance [9].

Create an Umbrella Site

1. Click Deployments > Configuration > Sites and Active Directory.

2. Click Settings.

© M Sites and Active Directory @ ® © O

Settings Add DC Download

Want to set up Active Directory integration or deploy Virtual Appliances? Click Download above to get started.

Q_ Search Sites and Active Directory

Name v Internal IP Site Type Status Version
forwarder-1 192.168.40.30 Default Site Virtual Appliance 9 Imported: 5 months ago 2.8.3
forwarder-2 192.168.40.31 Default Site Virtual Appliance Q Imported: 5 months ago 2.8.3

Page: Results Per Page: 1-2of 2

3. Click Add New Site.
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ks Deglo\;mem@:“COﬂﬂQMEUOF‘I )
© 'l Sites and Active Directory e @ @

Settings Add DC

®

Download

Want to set up Active Directory integration or deploy Virtual Appliances? Click Download above to get started.

< BACK TO SITES AND ACTIVE DIRECTORY

Sites Auto-Updates @ Add New Site
T

Name

Default Site ses

4. Inthe Add New Site pop-up window, set Name to HDO.

5. Click Save.

Add New Site

Site Name

HDO |

6. Click Deployments > Configuration > Sites and Active Directory.

7. Click the edit symbol for the Site of forwarder-1.
8. Under Site, select HDO.

9. Click Save.
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Name w Internal IP Version
Site

forwarder-1 192.168.40.3C HDO v I : 5 months ago 2.8.3

Need to add a site? View Settings
forwarder-2 192.168.40.31 : 5 months ago 283

age: 1-20of 2 < >

10. Repeat the previous steps for forwarder-2.

Name w Internal IP Site Type Status Version
forwarder-1 192.168.40.30 HDO Virtual Appliance ° Imported: 5 months ago 2.8.3
forwarder-2 192.168.40.31 HDO Virtual Appliance ° Imported: 5 months ago 2.8.3

Page: Results Per Page; 10 ~/ | 1-20f2 4 >

Configure an Umbrella Policy

1. Click Policies > Management > All Policies.

2. Click Add.

Policies | Management
e Nm =
CIsco

A” PO“CleS o Add Policy Tester

Policies dictate the security protection, category settings, and individual destination lists you can apply to some or all of
your identities. Policies also control log levels and how block pages are displayed. Policies are enforced in a descending
order, so your top policy will be applied before the second if they share the same identity. To change the priority of your
policies, simply drag and drop the policy in the order you’d like. More policy info can be found in this article.

3. Expand the Sites identity.
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What would you like to protect?

Select Identities

| Search Identities

All Identities
[] u AD Groups
[] L AD Users

[] @ AD Computers

) = Roaming Computers
[ @ Sites 2>
[) & Network Devices

) & Networks
(] O Mobile Devices ,

CANCEL

NEXT

M &= Chramahanlbe L e e e e e e e mmmmmmmmmmmmmm————m— e ————————— a

4. Select HDO.

5. Click Next.
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6.

What would you like to protect?

Select Identities

| Search ldentities 1 Selected REMOVE ALL

Al Idertities / Sites | 9 HDO !

9 HDO 5 :

[ 9 Default Site
CANCEL NEXT

Click Next.

What should this policy do”

Choaose the policy components that you'd like to enable.

Enforce Security at the DNS Layer
Ensure domains are blocked when they host malware, command and control, phishing, and more.

Inspect Files
Selectively inspect files for malicious content using antivirus signatures and Cisco Advanced
Malware Protection.

Limit Content Access
Block or allow sites based on their content, such as file sharing, gambling, or blogging.

Control Applications
Block or allow applications and application groups for identities using this policy.

Apply Destination Lists
Lists of destinations that can be explicitly blocked or allowed for any identities using this policy.

» Advanced Settings

CANCEL PREVIOUS NEXT
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7. Click Next.

U

Categories To Block EDIT

Security Settings

Ensure identities using this policy are protected by selecting or creating a security setting. Click Edit Setting to make
changes to any existing settings, or select Add New Setting from the dropdown menu.

Select Setting

Default Settings M

Malware

Websites and other servers that host malicious software, drive-by downloads/exploits, mobile threats and more.

Newly Seen Domains
Domains that have become active very recently. These are often used in new attacks.

Command and Control Callbacks
Prevent compromised devices from communicating with attackers' infrastructure.

Phishing Attacks
Fraudulent websites that aim to trick users into handing over personal or financial information.

Dynamic DNS
Block sites that are hosting dynamic DNS content.

Potentially Harmful Domains
Domains that exhibit suspicious behavior and may be part of an attack.

DNS Tunneling VPN

VPN services that allow users to disguise their traffic by tunneling it through the DNS protocol. These can be used to

bypass corporate policies regarding access and data transfer.

Cryptomining
Cryptomining allows organizations to control cryptominer access to mining pools and web miners.

CANCEL PREVIOUS NEXT

8. Select Moderate.

9. Click Next.
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Limit Content Access
Access to these sites will be restricted based on the type of content served by the pages of the site. For more
information about categories, click here
O Categories To Block -Moderate
Adware Alcohol
Dating Drugs
Gambling German Youth Protection
@ Meoderate S )
Blocks all adult-related websites and illega Hate / Discrimination Internet Watch Foundation
activity Lingerie / Bikini Nudity
Pornography Proxy / Anonymizer
Sexuality Tasteless
Terrorism Weapons
O Low
ocks pornography
O Custom
Create a custom grouping a Des
CANCEL PREVIOUS NEXT

10. Under Application Settings, use the drop-down menu to select Create New Setting.

Control Applications

Application Settings

Default Settings v

Default Settings

CREATE NEW SETTING

— n

Select applications or application categories you'd like to block or allow for the users in your organization

11. Under the Control Applications screen, fill out the following information:
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a. Name: HDO Application Control

b. Applications to Control: Cloud Storage

12. Click Save.

Control Applications

Give Your Setting a Name

HDO Application Control

Applications To Control

Search for an application

(> Ad Publishing
D > Anonymizer

D > Application Development and
Testing

C] » Backup & Recovery
D > Business Intelligence

> Cloud Storage

Select applications or application categories you'd like to block or allow for the users in your organization

13. Click Next.
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Control Applications

Select applications or application categories you'd like to block or allow for the users in your organization

Application Settings

‘ HDO Application Control v

Applications To Control

‘ Search for an application ’

(> Ad Publishing
D > Anonymizer

D > Application Development and
Testing

D > Backup & Recovery
D » Business Intelligence

» Cloud Storage

CANCEL PREVIOUS NEXT

14. Click Next.
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15.

16.

Apply Destination Lists
Search for and apply the appropriate block or allow Destination Lists for this policy. Click Add New List to create a
Destination List.
Q Search... ’ ! 1 Allow Lists Applied E
Select All Showing: AllLists v 2Total | @ Global Allow List o |
All Destination Lists 1 Block Lists Applied
© Global Allow List 0> i © Global Block List 0 i
@ Global Block List 0>
Click Next.
File Analysis
Inspect files for malicious behaviors using a combination of static and dynamic analysis methods, in addition to file
reputation and advanced heuristics.
.@ File Inspection
Inspect files for malware using signatures, heuristics and file reputation (powered by Cisco Advanced Malware
Protection).
Click Next.
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Set Block Page Settings

Define the appearance and bypass options for your block pages.

@ Use Umbrella’s Default Appearance

Preview Block Page »

O Use a Custom Appearance

Choose an existing appearance M

BYPASS USERS

BYPASS CODES

CANCEL

PREVIOUS NEXT

17. In the Policy Summary screen, set the Name to HDO Site Policy.

18. Click Save.
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Policy Summary

Policy Name

HDO Site Policy

U 1Identity Affected U
Edit

U Security Setting Applied: Default Settings
Edit Disable

U Content Setting Applied: Moderate

Edit Disable

U Application Setting Applied: HDO Application
Control

Edit Disable

» Advanced Settings

2 Destination Lists Enforced
Edit

File Analysis Enabled

Edit

Umbrella Default Block Page Applied
Edit Preview Block Page

CANCEL PREVIOUS m

Configure Windows Domain Controller as the Local DNS Provider

1. Click Deployments > Configuration > Domain Management.

2. Click Add.
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3.

4.

yments [ Configuration

alualn
© “di’ Domain Management @ ;

S
@)
Sy

|

=
o
o

Want to route certain domains to your local resolver? You've come to the right place. Click " Add" above to get started.

Domain Name 4 Description Applies To

o
@
T

RF All Sites, All Devices
C A cal dom Al es, All Devices
Page:| 1~ | Results Per Fage:| 10 ~ ‘ 1-2012 < >

In the Add New Bypass Domain or Server popup window, fill out the following information:
a. Domain: hdo.trpm
b. Applies To: All Sites, All Devices

Click Save. Verify that the rule for the hdo.trpm has been added.
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Add New Bypass Domain or Server

When you add a domain, all of its subdomains will inherit the setting.
If ‘example.com’ is on the internal domains list, "www_example.com’
will also be treated as an internal domain.

Domaln Type

@® Internal Domains

Domain

hdo_trpm

Descriptlon

All HDO domains|

Applles To
All Sites X || All Devices % v |
Domain Name 4 Description Applies To
Non-publich aces used only for reverse
RFC-1918 ¥ omees R All Sites, All Devices
DNS on inte
local All * local domains All Sites, All Devices
All Sites, All
hdo.trpm All HDO domains 5
Devices
Page:‘ 1 ~ ‘ Results Per Page:‘ 10 ~~ ‘ 1-30f3 4

2.2.4.2 LogRhythm XDR (Extended Detection and Response)

LogRhythm XDR is a SIEM system that receives log and machine data from multiple end points and

evaluates the data to determine when cybersecurity events occur. The project utilizes LogRhythm XDR in
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the HDO environment to enable a continuous view of business operations and detect cyber threats on
assets.

System Requirements

CPU: 20 virtual central processing units (vCPUs)
Memory: 96 GB RAM
Storage:

= hard drive C: 220 GB
= hard drive D: 1 terabyte (TB)
= hard drive L: 150 GB

Operating System: Microsoft Windows Server 2016 X64 Standard Edition
Network Adapter: VLAN 1348

LogRhythm XDR Installation

This section describes LogRhythm installation processes.

Download Installation Packages

1. Acquire the installation packages from LogRhythm, Inc.

2. Prepare a virtual Windows Server per the system requirements.

3. Create three new drives.

4. Create a new folder from C:\ on the Platform Manager server and name the folder LogRhythm.

5. Extract the provided Database Installer tool and LogRhythm XDR Wizard from the installation
package in C:\LogRhythm.

Install Database

1. Open LogRhythmDatabaselnstallTool folder.
2. Double-click LogrhythmDatabaselnstallTool application file.
3. Click Run.

4. A LogRhythm Database Setup window will appear. Set the Which setup is this for? to PM and
use the default values for Disk Usage.
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5.

6.

:2* LogRhythm Database Setup x

:*LogRhythm

The Security Intelligence Company

Select and Configure the LogRhythm Database

Which setup is this for? Disk Usage
Drive Usage: Drive Letter:  Drive Size: Free Space: Wil Use:
) M
Data EM\ v 35 GB 95 GB 76 2| GB
@® PM Logs LA v 43 GB 43 GB 0 5 GB
Temp TA 43 GH 43 GB 4 = GB
System Memory: 64 GB Reserve for SGL: 15 2| GB
Please see_LogF{hy‘thrrl )
gﬁgﬁg;g\?gqﬁnmtgﬁp;;;ﬁ? ;Icuortal Change Default SQL Password

have any guestions

View Lo

:

The remaining fields will automatically populate with the appropriate values. Click Install.

Click Done to close the LogRhythm Database Setup window.

Install LogRhythm XDR

1.

2.

Navigate to C:\ and open LogRhythm XDR Wizard folder.
Double-click the LogRhythminstallerWizard application file.
The LogRhythm Install Wizard 7.4.8 window will appear.

Click Next.

A LogRhythm Install Wizard Confirmation window will appear.
Click Yes to continue.

Check the box beside | accept the terms in the license agreement to accept the License
Agreement.

Click Next.
In the Selected Applications window, select the following attributes:

a. Configuration: Select the XM radio button.
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b. Optional Applications: Check both Al Engine and Web Console boxes.

10. Click Install.

:#*LogRhythmr

Configuration Selected Applications
® XM

O PM

) DPX {upgrade only)
O op

() Client Console

) Web Console

O AIE

O DC

Optional Applications
Al Engine
Web Console

53¢ LogRhythm Install Wizard 7.4.8 *

11. A LogRhythm Deployment Tool window displays.

12. Click Configure New Deployment.
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:* LogRhythm Deployment Tool - O :

:#*LogRhythm™ LogRhythm Deployment Tool

Welcome to the 7.4.8 LogRhythm Deployment Tool

Configure New Deployment Configure a new 7.4.8 LogRhythm Deploym

Upgrade an existing LogRhythm deploymei
Add or remove hosts from your current Lo
Check the status of hosts in your deployme

configuration.
Installation Instructions

13. In the Deployment Properties window, keep the default configurations and click Ok.
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+:% LogRhythm Deployment Toal B O X

Deployment Properties

Does your deployment include a Web Console?
® Yes
® No

Poll EMDB to discover Host List? @

No

Cancel

14. Click +Add Host IP in the bottom right corner of the screen and provide the following
information:

a. IP Address: 192.168.45.20
b. Nickname: XM

15. Click Save.
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Add Host

Enter the host's IP address and optional nickname:

(Optional) Nickname
XM|

Cancel

16. Click Create Deployment Package in the bottom right corner of the screen.
17. A Create Deployment Package window displays.

18. Click Create Deployment Package.

1% LogRhythm Deployment Tool =

Create Deployment Package

You are about to create a Deployment Package for the Following hosts.

Ensure that the list below contains all the hosts of your LogRhythm Deployment.

IP Address Nickname

192.168.45.103 XM

Cancel %X Create Deployment Package

19. A Select Folder window appears.
20. Navigate to C:\LogRhythm.

21. Click Select Folder.
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v 4 im » ThisPC » Local Disk (T v | @ Search Local Disk (C
Organize « New folder

~ [ This PC Name Date modified

[ Desktop inetpub a9/ PM File folder
LogRhythm File folder
Logs

Perflogs

Program Files

| Documents
4 Downloads
J’! Music

File folder
File folder
File folder

| Pictures File folder

Program Files (x86)
B videos ProgramData
e Local Disk (C:) tmp
- Data (B} Users
DVD Drive (F) N Windows
Mew Volume (H:
Log Files (L)

File folder
File folder
File folder
File folder

<

Folder: | Local Disk (C:)

Select Folder

=, Create Deployment Package

22. Click Next Step.

*% LogRhythm Deployment Tool - O %

Create Deployment Package

Your Deployment Package was exported to:

C:\LogRhythm

The next step explains how to use the Deployment Package to install certain necessary
components on each host in your LogRhythm Deployment.

Open in Explorer Next Step

23. Click Run Host Installer on this Host.
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2% LogRhythm Deployment Tool

LogRhythm LogRhythm Deployment Tool

Next Steps

v

On the PM (the current Host), run the Host Installer

Note: This step starts the deployment process. After you click this, your LogRhythm Deployment will be down until you successfully

complete the rest of the LogRhythm deployment installation process.

Run Host Installer on This Hosk

24. After the Host Installer has finished, click Verify Status.

2% LogRhythm Deployment Tool

LogRhythm" LogRhythm Deployment Tool

successfully complete the rest of the LogRhythm deployment installation process.
Host Install Successful!

o - -
[INFO] -ing SerwviceReq:
[INFO] Successfully wverified no old Service Req
-907-04:00 [INFO] I alling Common Component:
[INFO] Starting service LogRhythm Service Regi
[INFO] Started service LogRhythm Service Regi
[INFO] Restoring KV store
[INFO] Local install completed successfully

Run the tool to confirm that all LogRhythm Host Installers have completed successfully.
Choose to modify your deployment configuration.

Verify Status

Add/Remove Hosts

25. Click Exit to Install Wizard.

=20
data is left on I |

Show Console Log
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2% LogRhythm Deployment Tool _ -

LogRhythm Deployment Tool 7.4.8+1305

Deployment Status Verification

Current Status:

IP Address Nickname Status

19216845103 XM Active

D Refresh Status £ Add/Remove Hosts @ Exit to Install Wizard

This table only indicates the health of LogRhythm Common Components across
the deployment, it does not perform w n checking. Make sure that the latest
version of the Deployment Package has been run on each host.

X

Show Console Log

26. A notification window displays stating the installation could take as long as 30 minutes. Click OK.
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3* LogRhythm Install Wizard 7.4.8

::*LogRhythmr

[Infrastructure Installer S
(Al Engine 5
[Alarming Manager 5
Authenti
Administ
Client Cof

AL c : C

LogRhythm Install Wizard Information

Jab Man complete.

Mediator

@ Installing Client Console prerequisites may take 30 minutes to

Conﬁguldll UTT TWTaTTageErT

27. After the Install Wizard has successfully installed the services,

click Exit.

+2+ LogRhythm Install Wizard 7.4.8

:*LogRhythmr

[Infra structure Installer
(AI Engine
[:Alarming Manager

[Authenticaﬁun Services
[:Administratl'cn AP
[:CIient Console

[Data Indexer

[:Job Manager
[Medfator Server Service
(System Manitor Service
[:Web Consale
[Conﬁguraticm Manager

il lvilvlvilv wv
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LogRhythm XDR Configuration

The LogRhythm XDR configuration includes multiple related components:

=  System Monitor

= LogRhythm Artificial Intelligence (Al) Engine
= Mediator Server

= Job Manager

= LogRhythm Console

Configure System Monitor

1. Open File Explorer and navigate to C:\Program Files\LogRhythm.
2. Navigate to LogRhythm System Monitor.

3. Double-click the Irconfig application file.

4. In the LogRhythm System Monitor Local Configuration Manager window, provide the following

information and leave the remaining fields as their default values:
a. Data Processor Address: 192.168.45.20
b. System Monitor IP Address/Index: 192.168.45.20

5. Click Apply and then click OK.
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:2* LogRhythm System Monitor Local Config... O X

General  Windows Service  Log File

System Monitor Agent

Specify the System Monitor Agent configuration settings.

Data Processor Connection Settings

Data Processor Address Port
[192.168.45.20 | 443 2
System Monitor IP Address / Index Port
|192.168.45.20] | |0 :
Host Entity 1D (Zero for system assigned 1D}

0 =

-

Systemn Monitar High Awailability (HA Only) Folders

For High Availability {HA) deployments, the Configuration and State paths can be
modified from their default locations.

WARMIMNG: Changing these values could impact your deployment. Ensure you
understand the impacts before making changes.

Corfiguration File Parent Directory
C:M\Program Files“LogRhythm“LogRhythm System Monitar', |

QK Cancel Apply

Confi

gure LogRhythm Al Engine

1.

2.

Open File Explorer and navigate to C:\Program Files\LogRhythm.
Navigate to LogRhythm Al Engine.
Double-click the Irconfig application file.

In the LogRhythm Al Engine Local Configuration Manager window, provide the following
information and leave the remaining fields as their default values:

a. Server: 192.168.45.20
b. Password: ********xx

Click Test Connection, then follow the instruction of the alert window to complete the test
connection.

Click Apply and then click OK.
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+** LogRhythm Al Engine Local Configurat.. — O

Al Engine

Specify the Al Engine configuration setktings.

Platform Manager Connection Settings

Server:  [192.168.45.20)

Database: |LogRhythmEMDB

] Login with Windows accourt

UserID:  |LogRhythmAIE

Password: |

Encrypt all communications Test Connection

Al Engine High Availability (HA anby) Folders

For High Awailability (HA) deployments, the Corfiguration and State paths can be
modified from their default locations.

WARNING: Changing these values could impact your deployment. Ensure you
understand the impacts before making changes.

Generzl | Windows Sewioe] Al Engine Log File ] Comm Mar Log File

Cancel

Configure Mediator Server

1.

2.

Open File Explorer and navigate to C:\Program Files\LogRhythm.
Navigate to Mediator Server.

Double-click Irconfig application file.

In the LogRhythm Data Processor Local Configuration Manager window, provide the following

information and leave the remaining fields as their default values:
a. Server:192.168.45.20

b. Password: ***%x*%*%x
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5. Click Test Connection, then follow the instruction of the alert window to complete the test
connection.

6. Click Apply and then click OK.

+*+ LogEhythm Data Processor Local Confi.. — O »

Data Processor

Specify the Data Processor configuration settings..

Platform Manager Connection Settings

Server:  |192.168.45.20] |

Database: |LogRhythmEMDE |
[] Login with Windows account

UserID:  |LogRhythmLM |

Password: |

[] Encrypt all communications Test Connection

Data Processaor High Availability (HA onby) Folders

For High Awvailability (HA) deployments, the Configuration and State paths can be
modified from their default locations.

WARMNING: Changing these values could impact your deployment. Ensure you
understand the impacts before making changes.

Corfiguration File Parent Directony

C:"Program Files*LogRhythm*LogRhythm Mediator Servert.
State File Parent Directory

C:\Program Files*LogRhythm*LogRhythm Mediator Servert.

General | Windows Sewioel Log File]

Concat | [ oo
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Configure Job Manager

1. Open File Explorer and navigate to C:\Program Files\LogRhythm.
2. Navigate to Job Manager.
3. Double-click the Irconfig application file.

4. In the LogRhythm Platform Manager Local Configuration Manager window, provide the
following information and leave the remaining fields as their default values:

a. Server: 192.168.45.20
b. Password: *****xx*kx

5. Click Test Connection, then follow the instruction of the alert window to complete the test
connection.

6. Click Apply and then click OK.
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+*% LogRhythm Platform Manager Local C.. — O X

Job Manager

Specify the Job Manager configuration settings.

o

Platform Manager Connection Settings

Server.  |192.168.45.20] |

Database: |LogRhythmEMDB |
] Login with Windows accourt

User ID: | LogRhythmJaobMar |

Password: |

[] Encrypt all communications Test Connection

Job Manager High Availability (HA only) Folders

For High Awailability (HA) deployments, the Configuration and State paths can be
madified from their default locations.

WARMNING: Changing these values could impact your deployment. Ensure you
understand the impacts before making changes.

Corfiguration File Parert Directory

C:"Program Files*LogRhythm"LogRhythm Job Managert,
State File Parent Directony

C:Program Files*LogRhythm*LogRhythm Job Manager,

Job Manager | Alarming and Response Manager I Windows Sewicel Job Mz 4

Concat | [ oo

7. Navigate to the Alarming and Response Manager tab in the bottom menu ribbon.

8. Inthe Alarming and Response Manager window, provide the following information and leave
the remaining fields as their default values:

a. Server: 192.168.45.20
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b Password.**********

9. Click Test Connection, then follow the instruction of the alert window to complete the test
connection.

10. Click Apply and then click OK.
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Platform Manager Connection Settings

+++ LogRhythm Platform Manager Local C...

Alarming and Response Manager

Specify the ARM configuration settings.

Server:  |192.168.45.2(

Database: |LogRhythmEMDE

[] Login with Windows account

UseriD:  |LogRhythmARM

Password: |

[] Encrypt all communications

ARM High Availability (HA only) Folders

modified from their default locations.

understand the impacts before making changes.
Configuration File Parent Directory

State File Parent Directony

Job Manager  Alarming and Response Manager

Test Connection

For High Awailability (HA) deployments, the Corfiguration and State paths can be

WARMNING: Changing these values could impact your deployment . Ensure you

C:M\Program Files“LogRhythm"LogRhythm Alarming and Fesponse Manag

C:%Program Files*LogRhythm*LogRhythm Alaming and Response Manag

Viindows Sewioe] JobM: 4 P

Apply

Configure LogRhythm Console

1.

2.

Open File Explorer and navigate to C:\Program Files\LogRhythm.

Navigate to LogRhythm Console.
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3. Double-click Irconfig application file.

4. Inthe LogRhythm Login window, provide the following information:
a. EMDB Server: 192.168.45.20
b. UserID: LogRhythmAdmin
C. Password: ***#kxkx

5. Click OK.

:*LogRhythmr

EMDB Server |192.168 4520 |

Database: |LogRhythmEMDB |

[ Login with Windows account

UserID: |LogRhythmAdmin |

Password: |

[] Encrypt all communications
[ Login automatically next time

Cancel

6. A New Platform Manager Deployment Wizard window displays. Provide the following
information:

a. Windows host name for Platform Manager: LogRhythm-XDR
b. IP Address for Platform Manager: 192.168.45.20

c. Check the box next to The Platform Manager is also a Data Processor (e.g., an XM
appliance).
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d. Check the box next to The Platform Manager is also an Al Engine Server.

7. Click the ellipsis button next to <Path to LogRhythm License File> and navigate to the location
of the LogRhythm License File.

& New Platform Manager Deployment Wizard >

Initialize Platform Manager
Windows host name for Platform Manager

|LogRhythm-XDR |
IP Address for Platform Manager

192.168.45.20 |

The Platform Manager is also a Data Processor {e.g., an XM appliance)
The Platform Manager is also an Al Engine Server

[] LogMart DB Server Ovemide

LogRhythm License File

<Path to LogRhythm License File: | E

QK Cancel

8. The New Knowledge Base Deployment Wizard window displays and shows the import progress
status. Once LogRhythm has successfully imported the file, a message window will appear
stating more configurations need to be made for optimum performance. Click OK to open the
Platform Manager Properties window.

9. Inthe Platform Manager Properties window, provide the following information:
a. Email address: no_reply@Ilogrhythm.com
b. Address: 192.168.45.20

10. Click the button next to Platform, enable the Custom Platform radio button and complete the
process by clicking Apply, followed by clicking OK.
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11.

12.

13.

14.

15.

& Platform Manager Properties

Host
LogRhythm-¥DR

Platfarm

|Custum

Enable Alaming Engine
[] Enable Reporting Engine

Log Level
|‘u’EH BOSE v |

Email From Address

|no_repl‘_.r@iogm1_.'thm.com

SMTP Servers
SMTP Server (Primary)

Address

|192.168.45.20

User

Password

[] Use Windows authertication

Primary Secondary Tertiary

Advanced Defaults

QK Cancel Apphy

After the Platform Manager Properties window closes, a message window displays for
configuring the Data Processor. Click OK to open the Data Processor Properties window.

Click the button next to Platform and enable the Custom Platform radio button.

Click OK.

Leave the remaining fields in the Data Processor Properties window as their default values and

click Apply.

Click OK to close the window.
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' Data Processor Properties

General Al Engine  Automatic Log Source Corfiguration
Host
LogRhythm-XDR

Platform
|Custom | »a

Data Processor Name

| LogRhythm-XDR

Cluster Name
logrhythm -
Operating Mode
() Cffline - Data Processor is unavailable for use.
(® Online Active - Data Processor is online for active log data collection and analysis.

(7) Cnline Archive - Data Processor is online for use in archive restoration and analysis.

Message Processing Engine Settings
Enable MPE log processing
Disable MPE Evert forwarding

&0 | Heartbeat Waming Interval. Value between 60 seconds and 86,400 seconds (1 day).

Advanced Defaults oK Aoply

Set LogRhythm-XDR for System Monitor

1. Backin the LogRhythm console, navigate to the Deployment Manager tab in the menu ribbon.

2. Navigate to System Monitors on the Deployment Manager menu ribbon.

3. Double-click LogRhythm-XDR.
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:53 LogRhythm Consele - [Deployment Manager] - o x
*'j File Edit View My LogRhythm Tools Window Help -8 X
@ g}‘ a | & Personal Dashboard 4 Investigate ' Tail @ ReportCenter  Z| ListManager

Entity Platform Manager Data Processors Al Engine  Network Monitors  System Monitors  |og Sources  Log Processing Policies  Alarm Rules  People  Third Party Applications

%3 Deployment Monitor £ Deployment Manager

[Mew System Monitor Agents ¥
Action Status Host Operating System Hest IP Address Resclved Known Hest Agent Name Vi?:irgn Agent GUID
(=] = = = = = = =
Fiterby | [ s e [=] [E || 5Tme | ] O3 ok e
Action Hest Entity HostName Type L A L ! bled MetflowEnabled R DatelUpdated LicenseType
3 W Primary Site ] tem Monitor.
O Primary Site ClinicalWs ClinicalwW's O O 7192020 11:2.  System Monitor.

< >
Showing 2 of 2
Service Requests

g Search For  Alarm ~ Value In the past Minute{s) * Include All ~ Options~ - Go

4. In the System Monitor Agent Properties window, navigate to Syslog and Flow Settings.
5. Click the checkbox beside Enable Syslog Server.

6. Click OK to close the System Monitor Agent Properties window.

.. System Monitor Agent Properties Y

Agent Settings  Data Processor Settings  Syslog and Flow Seftings  SNMP Trap Receiver  Endpoint Monitoring — Additional Information

Enable Syslog Server
Syslog Relay Hosts (one host |P addr per ine) Syslog Relay Regular Expressions (one regex per line)

"o <prionty="d{1,3})=\s"(F<message =(F<month > [az A-Z){31) s (Paday>hd {1, 21N P<hoursd {1,23):(?
<minute=d{1,2}):{?<seconds:\d{1 2})'s*Message forwarded from (?<hostidentifiers'.5+): %)
“o(Peprionty>\d{1, 31> s F<message > Pamonth: [az A-ZH3Ns " Faday>\d {1 2 (P<hour>d {1, 23):(7
<minute=d{1, 2} P<seconds = \d{1 2s (S s")

"o <prionty="d{1,3})=\s"(F<message = (F<month > [az A-Z){31) s (Paday=td {1, 21N P<hoursd {1,23):(?
<minute=\d{1,2}):{?<seconds:\d{1 2})\s*(P<hostidentifier:S+)\s* %)
“o(Peprionty=\d{1,3})x\s"(T<messages.)

“(P<message>(?<month>fa-zA-ZH3H s ?<day= d{1.2})\s"(P<hour=\d {1, 21):( P«minute>'d{1,2}):(P<seconds >
a1, 21hs " F<hostidentfier="5+'s*%)

[ ] Enable Load Balancing
] Enable IPFIX/Netflow/J-Flow Server
[] Enable sFlow Server

Log sFlow Courters

Log Message Sources Collected by this Agent
Showing 11 of 11

| Advanced | | Defauts | oK [ Cancel | Appty |

Use the LogRhythm Web Console

1. Open a web browser and navigate to https://localhost:8443.
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2. Enter the Username: logrhythmadmin

3. Enter the Password: ***%*****x*

Sign in to LogRhythm

Logrhythmadmin

FEEE RN

2.2.4.3 LogRhythm NetworkXDR

LogRhythm NetworkXDR paired with LogRhythm XDR enables an environment to monitor network
traffic between end points and helps suggest remediation techniques for identified concerns. This
project utilizes NetworkXDR for continuous visibility on network traffic between HDO VLANs and
incoming traffic from the telehealth platform provider.

System Requirements

CPU: 24 vCPUs
Memory: 64 GB RAM

Storage:
=  QOperating System Hard Drive: 220 GB
= Data Hard Drive: 3TB
= Operating System: CentOS 7

Network Adapter: VLAN 1348

LogRhythm NetworkXDR Installation

LogRhythm provides an International Organization for Standardization (.iso) disk image to simplify
installation of NetMon. The .iso is a bootable image that installs CentOS 7.7 Minimal and NetMon. Note:
Because this is an installation on a Linux box, there is no need to capture the screenshots.
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Download the Installation Software

1. Open anew tab in the web browser and navigate to https://community.logrhythm.com.

2. Login using the appropriate credentials.

3. Click LogRhythm Community.

4. Navigate to Documentation & Downloads.
5. Register a Username.

6. Click Accept.

7. Click Submit.

8. Navigate to NetMon.

9. Click downloads: netmon4.0.2.

10. Select NetMon ISO under Installation Files.

Install LogRhythm NetworkXDR

1. Inthe host server, mount the .iso for the installation.
2. Start the VM with the mounted .iso.
3. When the welcome screen loads, select Install LogRhythm Network Monitor.

4. The installer completes the installation, and the system reboots.

5. When the system reboots, log in to the console by using logrhythm as the login and ****** 3¢

the password.

6. Then change the password by typing the command passwd, type the default password, and
then type and verify the new password.

LogRhythm NetworkXDR Configuration

1. Data Process Address: 192.168.45.20

2. Click Apply.
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+2% LogRhythm System Monitor Local Config...

General  Windows Service Log File

System Monitor Agent

Data Processor Connection Settings

Diata Processor Address

192.168.45.20

System Monitor IP Address / Index

152.168.45.20

Host Entity |10 (Zero for system assigned 10}
0 =

Systemn Manitor High Availability (HA Only) Folders

modified from their default locations.

understand the impacts before making changes.

Configuration File Parent Directony

|C:"-.F‘n:|g|am Files*LogRhythm*LogRhythm System Monitar®,

State File Parent Directony

|C:"-.F‘n:|g|am Files*LogRhythm*LogRhythm System Monitar®,

0K Cancel

Specify the System Monitor Agent configuration settings.

| 3333

For High Awvailability (HA) deployments, the Configuration and State paths can be

WARNING: Changing these values could impact your deployment. Ensure you

Ppply

Ak

3. Click the Windows Service tab.
4. Change the Service Type to Automatic.

5. Click Apply.
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a3t LogRhythm System Monitor Local Config... O X

General Windows Service  Log File

Windows Service

Specify the Windows Service configuration settings.

LogRhythm System Monitor Service

Startup Type
|;’-‘-.|.rh:|mati|: w

Start Service Status:  Stopped

Log On
(® Local System Accourt
() This Account:  LocalSystem

Password:

QK Cancel Apply

6. Click the Log File tab.
7. Click Refresh to ensure NetworkXDR log collection.

8. Click OK to exit the Local Configuration Manager.

NIST SP 1800-30C: Securing Telehealth Remote Patient Monitoring Ecosystem 139



"0€-008T"dS 1SIN/8Z09 0T /840" 10p//:sd1Yy :woly 98484 JO 234 3|qe|IeAe S| uonealjgnd siy L

+¢+ LogRhythm System Monitor Local Config... O =

General Windows Service Log File

File Location: Refresh
C:MProgram Files“LogRhythm*LogRhythm System Monitor'Logs*scsm log

0K Cancel Apphy

2.2.4.4 LogRhythm System Monitor Agent

LogRhythm System Monitor Agent is a component of LogRhythm XDR that receives end-point log files
and machine data in an IT infrastructure. The system monitor transmits ingested data to LogRhythm XDR
where a web-based dashboard displays any identified cyber threats. This project deploys LogRhythm's
System Monitor Agents on end points in each identified VLAN.

Install the LogRhythm System Monitor Agent on one of the end points (e.g., Clinical Workstation) in the
HDO environment so that the LogRhythm XDR can monitor the logs, such as syslog and eventlog, of this
workstation.
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System Monitor Agent Installation

This section describes installation of the system monitor agent.

Download Installation Packages

1.

2.

7.

8.

Using a Clinical Workstation, open a web browser.

Navigate to https://community.logrhythm.com.

Log in using the credentials made when installing and configuring LogRhythm XDR.
Navigate to LogRhythm Community.

Click Documents & Downloads.

Click SysMon.

Click SysMon - 7.4.10.

Click Windows System Monitor Agents and save to the Downloads folder on the Workstation.

Install System Monitor Agent

1.

2.

On the Workstation, navigate to Downloads folder.
Click LRWindowsSystemMonitorAgents.
Click LRSystemMonitor_64_7.

On the Welcome page, follow the Wizard and click Next....
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ﬁ LogRhythm System Monitor Service >

Welcome to the Install Wizard for LogRhythm
System Monitor Service

:#*LogRhythmr

The Install Wizard will allow you to modify or repair LogRthythm
System Monitor Service. To continue, dick Mext.

5. On the ready to begin installation page, click Install.

12 LogRhythm System Monitor Service X

Ready to Upgrade LogRhythm System Monitor Service
The wizard is ready to begin installation.

Click Install to begin the installation.

InstallShield

< Back Instal Cancel

6. Click Finish.
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#7 LogRhythm System Monitor Service X

Install Wizard Completed

- 5
:*LogRhythm
The Install Wizard has successfully installed LogRthythm System
Manitor Service, Clidk Finish to exit the wizard.

Launch System Monitor Configuration Manager

System Monitor Agent Configuration

1. After exiting the LogRhythm System Monitor Service Install Wizard, a LogRhythm System
Monitor Local Configuration window displays. Under the General tab, provide the following
information:

a. Data Process Address: 192.168.45.20
b. System Monitor IP Address/Index: 192.168.45.20

2. Click Apply.
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+2% LogRhythm System Monitor Local Config...

General  Windows Service Log File

System Monitor Agent

Data Processor Connection Settings

Diata Processor Address

192.168.45.20

System Monitor IP Address / Index

152.168.45.20

Host Entity |10 (Zero for system assigned 10}
0 =

Systemn Manitor High Availability (HA Only) Folders

modified from their default locations.

understand the impacts before making changes.

Configuration File Parent Directony

|C:"-.F‘n:|g|am Files*LogRhythm*LogRhythm System Monitar®,

State File Parent Directony

|C:"-.F‘n:|g|am Files*LogRhythm*LogRhythm System Monitar®,

0K Cancel

Specify the System Monitor Agent configuration settings.

| 3333

For High Awvailability (HA) deployments, the Configuration and State paths can be

WARNING: Changing these values could impact your deployment. Ensure you

Ppply

Ak

3. Click the Windows Service tab.
4. Change the Service Type to Automatic.

5. Click Apply.
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a3t LogRhythm System Monitor Local Config... O X

General Windows Service  Log File

Windows Service

Specify the Windows Service configuration settings.

LogRhythm System Monitor Service

Startup Type
|;’-‘-.|.rh:|mati|: w

Start Service Status:  Stopped

Log On
(® Local System Accourt
() This Account:  LocalSystem

Password:

QK Cancel Apply

6. Click the Log File tab.
7. Click Refresh to ensure NetworkXDR log collection.

8. Click OK to exit the Local Configuration Manager.
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+¢+ LogRhythm System Monitor Local Config... O
General Windows Service Log File
File Location: Refresh
C:MProgram Files“LogRhythm*LogRhythm System Monitor'Logs*scsm log
0K Cancel Apphy

Add Workstation for System Monitor

Engineers added Clinical Workstation for System Monitor and Set Its Message Source Types in the

LogRhythm Deployment Manager.
1. Login to the LogRhythm Console.
a. User ID: LogRhythmAdmin

b Password. %k %k % %k %k %k %k k ok k
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:*LogRhythmr

EMDB Server. 1921684520 |

Database: |LogRhythmEMDB |

[ Login with Windows account

UserID: |LogRhythmAdmin |

Password: |

[] Encrypt all communications
[ Login automatically next time

Cancel

2. Navigate to the Deployment Manager in the menu ribbon.
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3% LogRhythm Console - u] X
File My LogRhythm Tools Window Help

&, Personal Dashboard -y Investigste &/ Tail | @ ReportCenter | 5| ListManager | % Deployment Monitor 5 Deployment Manager

:*LogRhythmr

Search For  Alarm * Value In the past Minute(s) = Include Al ¥ Options~ ‘- Go

3. Under Entity Hosts, click on New.
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3% LogRhythm Console - [Deployment Manager] - O X
£ File Edit View MyLogRhythm Tools Window Help -8 x
@ | Q c)| & Q ‘ &, Personal Dashboard 4 Investigate g/ Tail | @ Report Center

5| List Manager

%4 Deployment Monitor 7 Deployment Manager

Enfity ~ Platform Manager Data Processors Al Engine  Network Monitors  System Monitors  Log Sources  Log Processing Policies  Alarm Rules  People  Third Party Applications
~
Entities Entity Networks | ‘e ‘ 5 | ‘ New || P . |

= ';.|‘ Primary Site
Drag a column header here to group by that column.

Action | LogRhythm Network ame © Zone | Location | Risklevl | Theatlevel | IPRangeBegin | IPI
Of = O]

< >

ErttyFosis | |© | seach [ New [ Popeties |

IDrag a column header here to group by that column

Action | LogRhythm Host Name Zone | Location | Risklevel | Threatlevel | Vindows (Netbios) Names
= = = = = =
< >
Service Reguests
i SearchFor  Alarm ~ Value In the past Minutel) = Include Al o @rFmso @ @

4. Click New to open the Host pop-up window and enter the following under the Basic
Information tab:

a. Name: ClinicalWS

b. Host Zone: Internal
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a Host

Mame

Basic Information  |dertifiers  Host Roles

X

Threat Level Additional Information

|Clinical W5

Host fone

Operating System

® Intemal O DMZ O EBdemal

Operating System Yersion

|"Mndaws ||

Windows 10

- |

Host Location

| Q]

Brief Description

Host Risk Level

|u None o risk)

Windows Event Log Credentials

[] Use specified credentials

Usemame ([domain‘wusemame)

Fasgword

Confirm Password

[ ok | Cancel

5. Navigate to the Identifiers tab, provide the following information in the appropriate fields and

click Add.

a. IP Address: 192.168.44.251

b. Windows Name: clinicalws (Windows Name)
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B Host

X

Basic Information  |dentfiers Host Roles  Threat Level  Addttional Information

IP Address
192.168.44.251 | Add
DMNS Mame
| [
Windows Name
|dinicalw5 (Windows Name)| | Add
Identifiers
clinicalws (Windows Name)
152 168 44 251
Delete
Cancel

6. Add the ClinicalWS as a new system monitor agent by navigating to the System Monitors tab,

right-clicking in the empty space, and selecting New.

7. Inthe System Monitor Agent Properties window, click the button next to Host Agent is Installed

on and select Primary Site: ClinicalWs.
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10.

11.

12.

13.

3% LagRhythm Cansole - [Deployment Manager] _ O W%
£ File Edit View My LogRhythm Tools Window Help _ 8 x
(0] ®| [ | L. Personal Dashboard 4 Investigate g/ Tail @ ReportCenter | |=| List Manager | %5 Deployment Monitor 7 Deployment Manager

Entity  Platform Manager Data Processors Al Engine  Metwork Monitors  System Monitors | og Sources  Log Processing Policies  Alarm Rules  People  Third Party Applications
New System Monitor Agents ‘3“

IDrag a column header here to group by that column

Action Status Host Operating System Host IP Address Resolved Known Host Agent Name V’:f;’.‘]‘n Agent GUID
£, System Monitor Agent Properties a x
[w] Y 9 P = O]
Filter by I: Agent Settings  Data Processor Settings  Syslog and Flow Settings  SNMP Trap Receiver Endpoint Monitoring  Additional Information ude Retired o
Host Agent is Installed on
Drag a column headerhe| | Pmary Ste : ClinicalWS o
1 E—— System Moritor Agent Name |
Action Hast Entity ‘ rdStatus DatelUpdated LicenseType
m @ . . = =
O Primary Site | Corfiguration Palicy - 412020 138, System Moriter,
' R Poley E

Host 05 Typs
@ Windows (O L O Solais O AIX (O HP-UX

04 days | 00100 (& Heartbeat Waming Interval. Value between 1 minute and 30 days.
< >
Showing 2of 2 Aheartbeat has yet to ocour.

Service Requests

g Search For  Alarm

- g Me: urces Co ge
- — i - - -

Go to System Monitors.

Double-click ClinicalWS.

Under LogSource of the System Monitor Agent Property window, right-click in the empty space
and select New. The Log Message Source Property window will open.

Under the Log Message Source Property window, click the button associated with Log Message
Source Type. It will open the Log Source Selector window.

In the text box to the right of the Log Source Selector window, type XML, and click Apply.

Select the Log Source Type and click OK.
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Oy TTETCOTOTIT:
1 .

g/ System Monitor Agent Properties X

Agent
| Agent Settings Data Processor Settings  Syslog and Flow Settings  SNMP Trap Receiver Endpoint Monitoring ~ Additional Information

Clinical WS
System Monitor Agert Name
Clinical WS Log Message Source Properties kS

Configuration Poli S—
9 ol | Basic Configuration  Addtional Settings  Log Source Vitualization Flat File Settings  UDLA Settings  Additional Info

Mo Policy
Host 05 T Log Source Host
ot pe Clinical'WS 5
Windows Linupe Solaris |

| Callection Agent —
i 0] days [001:00 [2] HeatbeatWy [ClnicalWs l

b| Log Message Source Type

The last heartbeat occumed on Saturday, Septemb] ‘ ‘
8 I

Log Message Source Name

It ‘ 3% Log Source Type Selector ] s
Filter by ‘ | ‘ Brief Description File Edit .
| Record Type Filter TextFilter
Drag a column header here to group hj«that:} * Al tems — |XML |
Action Log Entity Log H¢ 3 g:;tom
| 2, System
[m] [=] [m] Log Message Processing Settings UEiEmei e
[ m FimerySte  ClinicalWs Log Message Processing Mode ® Keyword O Regex Clear Aoply
O Frimary Site Clinical\n/3 MPE Processing Enabled. Event Forwarding Enabled
0] Primary Site CliniealS ||| 5 Message Processing Engine (MPE} Poiicy Lsg EIEE ITEE
O Primary Site Clinical\W/'s | <MNo Policy Rssigneds %,System MS Windows Event Logging XML - Applicat. )
O Primary Site Clinical\W's o1, System : MS Windows Event Logging XML - Forward
| Primary Site Clinicalws | Forward Logs to LogRhythm LogMart %‘System MS Windows Event Logging XML - Generic
O] Primary Site Clincais | %‘System S Windows Evert Logging XML - LR Tracer
O Frimary Site Climeaiivis | %‘System MS Windows Event Logging XML - Microso...
B Site Clinicalis 1, System : MS Windows Event Logging XML - Security
[ nmary 2 System : MS Windows Event Logging XML - Sysmon
;%,‘System MS Windows Event Logging XML - Sysmon...
E.,System MS Windows Event Logging XML - System
< ;%,‘System MS Windows Event Logging XML - Unisys
Showing G of 9 g%.‘System Syslog - MS Windows Event Logging XML -...
2 System - Syslog - MS Windows Event Logging XML -
Advanced Defauls | 2., System : Syslog - MS Windows Event Logaing XML -... hd
[] Show Retired oK Cancel

2.2.5 Data Security

Data security controls align with the NIST Cybersecurity Framework’s PR.DS category. For this practice
guide, the Onclave Networks solution was implemented as a component in the simulated patient home
and simulated telehealth platform provider cloud environment. The Onclave Networks suite of tools
provides secure communication between the two simulated environments when using broadband
communications to exchange data.

2.2.5.1 Onclave SecureloT

The Onclave SecureloT deployment consists of six components: Onclave Blockchain, Onclave
Administrator Console, Onclave Orchestrator, Onclave Bridge, and two Onclave Gateways. These
components work together to provide secure network sessions between the deployed gateways.

Onclave SecureloT Virtual Appliance Prerequisites

All Onclave devices require Debian 9.9/9.11/9.13. In addition, please prepare the following:

1. GitHub account.
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2. Request an invitation to the Onclave Github account.

Once the GitHub invitation has been accepted and a Debian VM has been installed in the virtual
environment, download and run the installation script to prepare the VM for configuration.

1. Runthe command sudo apt-get update
2. Runthe command apt install git -y
3. Runthe command sudo apt install openssh-server

4. Runthe command git clone
https://readonly:Shlbboleth45Qgitlab.onclave.net/onclave/build/install.git

5. Navigate to the /home/onclave/install directory.
6. Runthe command chmod +x *.sh

This process can be repeated for each virtual appliance that is deployed. The following guidance
assumes the system user is named onclave.

Onclave SecureloT Blockchain Appliance Information

CPU: 4

RAM: 8 GB

Storage: 120 GB (Thick Provision)
Network Adapter 1: VLAN 1317
Operating System: Debian Linux 9.11

Onclave SecureloT Blockchain Appliance Configuration Guide

Before starting the installation script, prepare an answer for each question. The script will configure the
server, assign a host name, create a self-signed certificate, and start the required services.

1. Runthe command nano/etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device,
as well as Onclave’s docker server. This will include:

i. 192.168.5.11 tele-adco.trpm.hclab
ii. 192.168.5.12 tele-orch.trpm.hclab

iii. 192.168.5.13 tele-bg.trpm.hclab
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iv. 192.168.5.14 tele-gw1.trpm.hclab
v. 192.168.21.10 tele-gw2.trpm.hclab
vi. 38.142.224.131 docker.onclave.net
2. Save the file and exit.
3. Navigate to the fhome/onclave/install directory.
4. Runthe command ./go.sh and fill out the following information:
a. What type of device is being deployed?: bci
b. Enter device hostname (NOT FQDN): tele-bci
c. Enter device DNS domain name: trpm.hclab
d. Enter the public NIC: ens192
e. Enter the private NIC, if does not exist type in NULL: NULL
f. Enter the IP Settings (DHCP or Static): PUBLIC NIC (Static)
i. address 192.168.5.10
ii. netmask 255.255.255.0
iii. gateway 192.168.5.1
iv. dns-nameservers 192.168.1.10
g. What is the BCI FQDN for this environment?: tele-bci.trpm.hclab
h. Enter the Docker Service Image Path: NULL
i. Will system need TPM Emulator? (yes/no): no
j. Keystore/Truststore password to be used?: Onclave56
k. GitLab Username/Password (format username:password): readonly:Shibboleth45
5. Wait for the Blockchain server to reboot.
6. Login to the appliance.
7. Runthe command su root and enter the password.

8. Wait for the configuration process to finish.
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Onclave SecureloT Administrator Console Appliance Information

CPU: 4

RAM: 8 GB

Storage: 32 GB (Thick Provision)
Network Adapter 1: VLAN 1317
Operating System: Debian Linux 9.11

Onclave SecureloT Administrator Console Appliance Configuration Guide

1. Runthe command scp onclave@192.168.5.10: /home/onclave/blockchain/certs/tele-
beci.trpm.hclab.crt /root/certs

2. Runthe command nano/etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device,
as well as Onclave’s docker server. This will include:

i. 192.168.5.10 tele-bci.trpm.hclab
ii. 192.168.5.12 tele-orch.trpm.hclab
iii. 192.168.5.13 tele-bg.trpm.hclab
iv. 192.168.5.14 tele-gwl.trpm.hclab
v. 192.168.21.10 tele-gw2.trpm.hclab
vi. 38.142.224.131 docker.onclave.net
b. Save the file and exit.
3. Navigate to the /home/onclave/install directory.
4. Runthe command chmod +x *.sh
5. Runthe command ./go.shand fill out the following information:
a. What type of device is being deployed?: adco
b. Enter device hostname (NOT FQDN): tele-adco
c. Enter device DNS domain name: trpm.hclab

d. Enter the public NIC: ens192
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e. Enter the private NIC, if does not exist type in NULL: NULL
f. Enter the IP Settings (DHCP or Static): PUBLIC NIC (Static)
i. address 192.168.5.11
ii. netmask 255.255.255.0
iii. gateway 192.168.5.1
iv. dns-nameservers 192.168.1.10
g. What is the BCI FQDN for this environment?: tele-bci.trpm.hclab
h. Enter the Docker Service Image Path: NULL
i. Will system need TPM Emulator? (yes/no): yes
j. Keystore/Truststore password to be used?: Onclave56
k. GitLab Username/Password (format username:password): readonly:Shlbboleth45
6. Wait for the Administrator Console server to reboot.
7. Login to the appliance.
8. Runthe command su root and enter the password.
9. Wait for the configuration process to finish.
10. Navigate to the /home/onclave directory.
11. Run the command docker pull docker.onclave.net/orchestrator-service:1.1.0
12. Run the command docker pull docker.onclave.net/bridge-service:1.1.0
13. Run the command docker pull docker.onclave.net/gateway-service:1.1.0

Administrator Console Initialization and Bundle Creation

1. Using a web browser, navigate to https://tele-adco.trpm.hclab.
2. Click Verify.
3. Provide the following information:

a. Software ID (provided by Onclave)

b. Password (provided by Onclave)

c. PIN (provided by Onclave)
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4. Provide the following information to create a superuser account:
a. First Name: *****
b. Last Name: *****
c. Username: *****@email.com
d. Password: ****kxkx
e. Organization Name: NCCoEHC
5. Click Software Bundles.
6. Click the plus symbol (top right) and provide the following information:
a. Bundle name: nccoe-tele-orch
b. Bundle type: Orchestrator
c. Owned by: NCCoEHC
d. Orchestrator owner name: HCLab
e. PIN; ****
f. Password; *****x*x
7. Click Create.
8. Click the plus symbol (top right) and provide the following information:
a. Bundle name: nccoe-tele-bg
b. Bundle type: Bridge
c. Owned by: NCCoEHC
9. Click Create.
10. Click the plus symbol (top right) and provide the following information:
a. Bundle name: nccoe-tele-gw
b. Bundle type: Gateway
c. Owned by: NCCoEHC

11. Click Create.
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Transfer Ownership of Onclave Devices to the Orchestrator

Once each Onclave device has been created and provisioned, it will show up in the Admin Console’s web

GUI. From here, the devices can be transferred to the Orchestrator with the following steps:

1. Using a web browser, navigate to https://tele-adco.trpm.hclab.

2. Click Devices.

3. Select the checkbox next to tele-bg, tele-gw1, and tele-gw2.

4. Click Transfer ownership.

5. Under Select a new owner, select HCLab.

6. Click Transfer ownership.

Onclave SecureloT Orchestrator Appliance Information

CPU: 4

RAM: 8 GB

Storage: 32 GB (Thick Provision)

Network Adapter 1: VLAN 1317

Operating System: Debian Linux 9.11

Onclave SecureloT Orchestrator Appliance Configuration Guide

1. Runthe command scp onclave@192.168.5.10: /home/onclave/blockchain/certs/tele-

beci.trpm.hclab.crt /root/certs

2. Runthe command nano/etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device, as

well as Onclave’s docker server. This will include:

vi.

192.168.5.10 tele-bci.trpm.hclab
192.168.5.11 tele-adco.trpm.hclab
192.168.5.13 tele-bg.trpm.hclab
192.168.5.14 tele-gw1.trpm.hclab
192.168.21.10 tele-gw2.trpm.hclab

38.142.224.131 docker.onclave.net
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b.

Save the file and exit.

3. Runthe command nano /etc/network/interfaces

a.

b.

Edit the Interfaces file to include:
i. iface ens192 inet static
1. address 192.68.5.12
2. netmask 255.255.255.0
3. gateway 192.168.5.1
4. dns-nameservers 192.168.1.10

Save the file and exit.

4. Runthe command git clone https://github.com/Onclave-Networks/orch.git

5. Navigate to the /home/onclave/orch directory.

6. Runthe command chmod +x *.sh

7. Runthe command ./go.sh and fill out the following information:

a.

b.

What will be the hostname for your orchestrator?: tele-orch
What will be the domain name for your orchestrator?: trpm.hclab
Enter the device’s public NIC: ens192

What is the Blockchain environment?: tele-bci

Will system need TPM Emulator? (yes/no): yes

What is the docker image for the Orchestrator Service?: docker.onclave.net/orchestrator-
service:1.1.0- nccoe-tele-orch

8. Reboot the Orchestrator server.

9. Using a web browser, navigate to https://tele-orch.trpm.hclab.

10. Click Verify.

11. Provide the following information (created when making the bundle in the Admin Console):

a.

b.

Software ID

Password
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c. PIN
12. Provide the following information to create a superuser account:
a. First Name: *#***
b. Last Name: *****
c. Username: *****@email.com
d. Password; ****kxkx
e. Organization Name: Telehealth Lab

Create a Customer in the Orchestrator

1. Using a web browser, navigate to https://tele-orch.trpm.hclab.
2. Click Customers.

3. Click the plus symbol.

4., Under Attributes > Customer Name, enter Telehealth Lab.

5. Click Create.

Create a Secure Enclave

Once each Onclave device has been transferred to the Orchestrator, it will show up in the Orchestrator’s
web GUI. From here, the secure enclave can be created with the following steps:

1. Using a web browser, navigate to https://tele-orch.trpm.hclab.
2. Click Secure Enclaves.
3. Click the plus symbol.
4. Under General, provide the following information:
a. Secure Enclave name: TeleHealth Secure Enclave
b. Customer: Telehealth Lab
c. SleeveID: 51
5. Under Subnets, provide a Network Address (CIDR notation) of 192.168.50.0/24.
6. Under Session Key, provide a Lifespan (minutes) of 60.

7. Click Create.
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Prepare the Bridge for Inclusion in the Secure Enclave

1. Using a web browser, navigate to https://tele-orch.trpm.hclab.
2. Click Devices.
3. Select the bridge and provide the following information:
a. Device Name: tele-bg
b. Customer: Telehealth Lab
c. Secure Enclaves: Not assigned to any Secure Enclave
d. State: Orchestrator Acquired
e. Secure tunnel port number: 820
f. Private interface IP address undefined: checked
4. Click Save.

Prepare the Telehealth Gateway for Inclusion in the Secure Enclave

1. Using a web browser, navigate to https://tele-orch.trpm.hclab.
2. Click Devices.
3. Select the bridge and provide the following information:
a. Device Name: tele-gw1l
b. Customer: Telehealth Lab
c. Secure Enclaves: Not assigned to any Secure Enclave
d. State: Orchestrator Acquired
e. Secure tunnel port number: 820
f. Private interface IP address undefined: checked
4. Click Save.

Prepare the Home Gateway for Inclusion in the Secure Enclave

1. Using a web browser, navigate to https://tele-orch.trpm.hclab.
2. Click Devices.

3. Select the bridge and provide the following information:
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4.

a. Device Name: tele-gw?2

b. Customer: Telehealth Lab

c. Secure Enclaves: Not assigned to any Secure Enclave
d. State: Orchestrator Acquired

e. Secure tunnel port number: 820

f. Private interface IP address undefined: checked

Click Save.

Establish the Secure Enclave

Once the secure enclave has been created and each Onclave device has been configured with a name
and customer, the secure enclave can be established with the following steps:

1.

2.

10.

11.

12.

13.

14.

15.

16.

Using a web browser, navigate to https://tele-orch.trpm.hclab.
Click Secure Enclaves.

Click the edit symbol for the previously created secure enclave.
Under Topology, click Add a Bridge.

Select tele-bg.

Click Add.

Click Add a Gateway.

Select tele-gw1.

Click Add.

Click Add a Gateway.

Select tele-gw2.

Click Add.

Under Topology Controls, toggle on Approve topology.

Click Save Changes.

Click Devices.

Refresh the Devices page until each device is labeled as Topology Approved.
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17.

18.

19.

20.

21.

22.

Click Secure Enclaves.

Click the edit symbol for the previously created secure enclave.

Under Topology, toggle on Trust All Devices.

Click Save Changes.

Click Devices.

Refresh the Devices page until each device is labeled as Secured.

Onclave SecureloT Bridge Appliance Information

CPU: 4

RAM: 8 GB

Storage: 32 GB (Thick Provision)

Network Adapter 1: VLAN 1317

Network Adapter 2: VLAN 1319

Operating System: Debian Linux 9.11

Onclave SecureloT Bridge Appliance Configuration Guide

1.

3.

Run the command scp onclave@192.168.5.10: /home/onclave/blockchain/certs/tele-

beci.trpm.hclab.crt /root/certs

Run the command nano /etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device,

as well as Onclave’s docker server. This will include:
i

ii.

iii.

iv.

V.

vi.

192.168.5.10 tele-bci.trpm.hclab
192.168.5.11 tele-adco.trpm.hclab
192.168.5.12 tele-orch.trpm.hclab
192.168.5.14 tele-gw1.trpm.hclab
192.168.21.10 tele-gw2.trpm.hclab

38.142.224.131 docker.onclave.net

Run the command nano /etc/network/interfaces
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a. Edit the Interfaces file to include:
i. iface ens192 inet static
1. address 192.68.5.13
2. netmask 255.255.255.0
3. gateway 192.168.5.1
4. dns-nameservers 192.168.1.10
ii. iface ens224 inet static
b. Save the file and exit.
4. Runthe commandgit clone https://github.com/Onclave-Networks/bridge.git
5. Navigate to the /home/onclave/bridge directory.
6. Runthe command chmod +x *.sh
7. Runthe command ./go.sh
a. What will be the hostname for your bridge?: tele-bg
b. What will be the domain name for your bridge?: trpm.hclab
c. Enter the device’s public NIC: ens192
d. Enter the device’s private NIC: ens224
e. What is the Blockchain environment?: tele-bci
f.  Will system need TPM Emulator? (yes/no): yes

g. What is the docker image for the Bridge Service?: docker.onclave.net/bridge-
service:1.1.0- nccoe-tele-bg

8. Reboot the Bridge server.

Onclave SecureloT Telehealth Gateway Appliance Information

CPU: 2
RAM: 8 GB
Storage: 16 GB

Network Adapter 1: VLAN 1317
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Network Adapter 2: VLAN 1349
Operating System: Debian Linux 9.11

Onclave SecureloT Telehealth Gateway Appliance Configuration Guide

1. Runthe command scp onclave@192.168.5.10:/home/onclave/blockchain/certs/tele-
beci.trpm.hclab.crt /root/certs

2. Runthe command nano /etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device,
as well as Onclave’s docker server. This will include:

i. 192.168.5.10 tele-bci.trpm.hclab
ii. 192.168.5.11 tele-adco.trpm.hclab
iii. 192.168.5.12 tele-orch.trpm.hclab
iv. 192.168.5.13 tele-bg.trpm.hclab
v. 192.168.21.10 tele-gw2.trpm.hclab
vi. 38.142.224.131 docker.onclave.net
3. Runthe command nano /etc/network/interfaces
a. Edit the Interfaces file to include:
i. iface enp3s0 inet static
1. address 192.168.5.14
2. netmask 255.255.255.0
3. gateway 192.168.5.1
4. dns-nameservers 192.168.1.10
ii. iface ens224 inet dhcp
b. Save the file and exit.
4. Runthe commandgit clone https://github.com/Onclave-Networks/gateway.git
5. Navigate to the /fhome/onclave/gateway directory.

6. Runthe command chmod +x *.sh
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7. Runthe command ./go.sh
a. What will be the hostname for your gateway?: tele-gw1
b. What will be the domain name for your gateway?: trpm.hclab
c. Enter the device’s public NIC: enp3s0
d. Enter the device’s private NIC: enp2s0
e. What is the Blockchain environment?: tele-bci
f.  Will system need TPM Emulator? (yes/no): no

g. What is the docker image for the Gateway Service?: docker.onclave.net/ gateway-
service:1.1.0- nccoe-tele-gw

8. Reboot the Gateway server.

Onclave SecureloT Home Wi-Fi Gateway Appliance Information

CPU:1

RAM: 4 GB

Storage: 16 GB

Network Adapter 1: VLAN 1332
Network Adapter 2: VLAN 1350 (Wi-Fi)
Operating System: Debian Linux 9.11

Onclave SecureloT Home Wi-Fi Gateway Appliance Configuration Guide

1. Runthe command scp onclave@192.168.5.10:/home/onclave/blockchain/certs/tele-
beci.trpm.hclab.crt /root/certs

2. Runthe command nano /etc/hosts

a. Edit the Hosts file to include the IP address and domain name of each Onclave device,
as well as Onclave’s docker server. This will include:

i. 192.168.5.10 tele-bci.trpm.hclab
ii. 192.168.5.11 tele-adco.trpm.hclab
iii. 192.168.5.12 tele-orch.trpm.hclab

iv. 192.168.5.13 tele-bg.trpm.hclab
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v. 192.168.5.14 tele-gw1.trpm.hclab

vi. 38.142.224.131 docker.onclave.net

3. Runthe command nano /etc/network/interfaces
a. Edit the Interfaces file to include:
i. iface enp3s0 inet static

1. address 192.168.21.10

2. netmask 255.255.255.0

3. gateway 192.168.21.1

4. dns-nameservers 192.168.1.10

ii. iface br0 inet static
1. bridge_ports br51 wip5s0
iii. iface wlp5s0 inet manual
b. Save the file and exit.
4. Runthe command git clone https://github.com/Onclave-Networks/hostapd-29.git
5. Navigate to the /fhome/onclave/hostapd-29 directory.
6. Runthe command chmod +x *.sh
7. Runthe command . /hostapd-29.sh
8. Navigate to the /fhome/onclave directory.
9. Runthecommand git clone https://github.com/Onclave-Networks/hostapd-client.git
10. Navigate to the /home/onclave/hostapd-client directory.
11. Run the command chmod +x *.sh
12. Run the command . /hostapd-client.sh
13. Navigate to the /home/onclave directory.
14. Run the command git clone https://github.com/Onclave-Networks/gateway.git
15. Navigate to the /fhome/onclave/gateway directory.
16. Run the command chmod +x *.sh
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17. Run the command . /go.sh
a. What will be the hostname for your gateway?: tele-gw?2
b. What will be the domain name for your gateway?: trpm.hclab
c. Enter the device’s public NIC: enp3s0
d. Enter the device’s private NIC: wlp5s0
e. What is the Blockchain environment?: tele-bci
f.  Will system need TPM Emulator? (yes/no): no

g. What is the docker image for the Gateway Service?: docker.onclave.net/ gateway-
service:1.1.0- nccoe-tele-gw

Reboot the Gateway server.
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URL
vCPU
VLAN
VM
XDR

Active Directory

Central Processing Unit

Domain Controller

Dynamic Host Configuration Protocol
Domain Name System

Firepower Management Center

Firepower Threat Defense

Gigabyte

Healthcare Delivery Organization

Health Information System

Internet Protocol

International Organization for Standardization
Information Technology

Network Address Translation

National Cybersecurity Center of Excellence
National Institute of Standards and Technology
Open Virtual Appliance or Application
Picture Archiving and Communication System
Random Access Memory

Remote Patient Monitoring

Stealthwatch Flow Collector

Security Information and Event Management
Stealthwatch Management Center

Special Publication

Terabyte

Uniform Resource Locator

Virtual Central Processing Unit

Virtual Local Area Network

Virtual Machine

Extended Detection and Response
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